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B INTRODUCTION

B.1 MOTIVATION

Cultural heritage content has a significant importance in promoting diversity in a globalized
world, so making this content easily available to a broad audience is a critical issue. Large
volumes of such content must be indexed and users must be provided with means for a fast
and easy access to the multimedia information, including browsing according to multiple
criteria and visualization of summaries or of detailed content stored in the archives. Given
the size of the databases envolved, such operations must rely on automatic content-based
indexing, as well as on scalable summarization and content-based retrieval.

Summarization of AV (Audio/Video) content is motivated by the need to reduce
information overload on the human consumer, to provide him access to important
information in the AV content, or to enable the viewer to consume more content in a given
time. AV summaries are useful in many applications for entertainment, news access and
educational purposes. But summaries are not the only method for providing access to
multimedia content. Smilarities according to various “dimensions” can be directly employed
for searching large multimedia databases starting from already selected content. Both
multimedia summarization and content-based retrieval require both effectiveness and
efficiency in dealing with very large amounts of content. The strong requirements in terms of
scale and response time of interactive multimedia-related applications, together with the
high-dimensional and often complex descriptions that characterize multimedia content,
make this scalability problem very challenging.

B.2 AUDIO-VISUAL CORPORA

The methods devised in the project will be applied to the large databases of the FONOTECA
NACIONAL (National Sound Archive of Mexico), part of CONACULTA (National Council
for Culture and the Arts of Mexico) and the Video library (TVUNAM, more than 100,000
hours of video) of the UNAM (National Autonomous University of Mexico). Since these
databases will only become progressively available during the project, a large video database
provided by INA (sub-contractor of Cnam) will be employed for the early evaluation of the
methods devised in this project.

B.3 GENERAL FRAMEWORK FOR SUMMARIZATION AND SCALABLE RETRIEVAL

One of our goals in this project is to devise and evaluate new methods for the scalable
retrieval of multimedia content following mainly two paradigms: query-by-example (QBE,
where the query is a data item and the system has to retrieve the database items that are
most similar to the query) and relevance feedback (RF, where the retrieval session is
composed of successive round during which the user tells the system whether the returned
results are satisfactory or not). These paradigms can only reach their full potential if they
accept partial queries (regarding specific temporal segments and/or specific areas of video
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frames) and scale to large databases. The scalability challenge is significantly reinforced by
the use of partial queries. While video content-based retrieval typically relies on compact,
global descriptions of entire video sequences, we intend to consider more detailed, sequence-
based video matching in order to obtain more effective results. This, however, requires
significant developments in multidimensional sequence matching. Effective RF solutions
typically use kernel methods with active learning, but the efficiency of existing proposals for
the scalability of RF is quite limited. Since kernel functions can often be seen as similarity
measures, in order to support fast active learning in large databases we intend to devise
LSH-inspired solutions for the efficient identification of the most informative unlabeled
samples; note that in such cases the “query” is not an item in the database but rather a
decision boundary.

C STATE-OF-THE-ART IN SUMMARIZATION AND SCALABLE SEARCH

This section presents a brief overview of the state of the art in the domain of summarization
and scalable search and of cross-media description of audio-visual content.

C.1 CROSS-MEDIA DESCRIPTION OF AUDIO-VISUAL CONTENT

We consider here the problem of segmentation and summary of documentaries using audio-
visual features. As mentioned in [C.1.1] the structural segmentation of documentaries this is
a difficult issue, as the structure of such videos doesn’t follow fixed production rules which
usually vary according to the producers, and are almost never explicitely defined.

We therefore restrict the definition of the structural segments to connex portions of the video
which displays a continuity in terms of audio (eg. auditive environment) and video (similar
visual environment).

Generic approaches have been proposed for video segmentation using audio and video in
the scope of scene detection [C.1.2]. They mainly consist in a two-step process: shot
segmentation (from visual analysis) then scene segmentation obtained by the fusion of
contiguous shots which share similar audio-visual properties. The first step is performed
using visual features only. The second step uses a wide variety of audio and video features
(eg [C.1.3]). This step is mainly achieved through similarity criteria analysis [C.1.3],
clustering techniques [C.1.4], support vector machines [C.1.5], scene transition graphs [C.1.6].
As the evaluation databases vary from one work to another, it is hard to compare their
performances.

The segmentation approach based on audio-visual descriptors proposed in the project is
described in Section D.3.

C.2 SUMMARIZATION
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Nowadays a large number of video information is available and the amount of videos has
shown an exponential increase, which implies a lot of resources to store them and a lot of
time to determine their content. Video summarization gives an overview of the video content
and allows us to have a fast understanding of it and it helps the user to navigate and retrieve
through a large amount of videos. However, the diversity in length and content make of
automatic video summarization a challenging task. Recently have been proposed several
video summarization approaches such as [C.2.1-7], where the video summary is given in one
dimension, this is, one single video summary per each video.

The main contribution of this work is the idea of using data cube approach to present a
scalable multidimensional video summary. Such scalability is given in terms of the ability of
navigate into the data cube, such that, when a keyframe of the video summary is selected by
the user, a new summary of that keyframe, in the next level of the data cube, is displayed.
This scheme enables the selection of a new keyframe of the new summary to navigate again
into the data cube in several levels of detail.

The essential characteristic of data cubes is their ability to deal with very large data bases.
Among the techniques to handle very large amount of information, data cube gives a
multidimensional representation of a database which allows a quick navigation into large
datasets by changing its visual representation in order to present the data at different levels
of aggregation according to the user requirements. Nevertheless, despite its proven
effectiveness in other fields such as the multidimensional traffic GPS data quality [C.2.8], text
cube architecture to organize social media information [C.2.9] and density analysis of
geoinformation [C.2.10]; as well as taking into account the important advances in its
performance by reducing the size of the data cube [C.2.11], the design of efficient cube
computation with identification of interesting cube groups [C.2.12] and by implementing the
parallel cube computation with distributive memory [C.2.13] among others, the data cube
model had not been extended to visual tasks until 2010, when Jin et al [C.2.14] introduce this
concept to computer vision field where the dimensions where considered as meta
information (date, gps, title, etc) as well as image visual features. However the visual
summarization technique based on data cubes is still an open challenge to be tackled. For
that reason we propose to develop a system for summarizing video documentaries which
supports a quick navigation between the different levels of detail in the cube in order to
display a single summary according to the selected query.

The approach which we develop in the context of video summarization based on data cube
approach is described in Section D.4.

C.3 SCALABLE RETRIEVAL

Multimedia content-based retrieval require both effectiveness and efficiency in dealing with
very large amounts of content. To make retrieval of multidimensional data sublinear in the
size of the database, many index-based access methods were put forward in the database
community [C.3.18]; some of them were adapted to multimedia content. The strong
requirements in terms of scale and response time of interactive multimedia-related
applications, together with the high-dimensional and often complex descriptions that
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characterize multimedia content, make this scalability problem very challenging. While most
of the early proposals concerned exact retrieval, significant progress was later made on
approximate retrieval, following results showing that approximations can strongly improve
efficiency while retaining high effectiveness. Most of the proposals dealing with the largest
amounts of multimedia data rely on approximate retrieval (see [C.3.9], [C.3.15], [C.3.23]).
Locality Sensitive Hashing (LSH), introduced in [C.3.7] (see also [C.3.1], [C.3.5]), is a general
principle for devising approximate similarity-based retrieval solutions. LSH-inspired
methods were successfully developed for multimedia content including audio (e.g. [C.3.21],
[C.3.22]), images (e.g. [C.3.8], [C.3.2]) and video (e.g. [C.3.15], [C.3.16]). Later developments
of LSH methods for multimedia data focused on improving the balance between
effectiveness and efficiency, e.g. multi-probe LSH [C.3.11], a posteriori multi-probe LSH
[C.3.8], spectral hashing [C.3.20] or multi-level LSH [C.3.21]. Other developments concerned
the extension of LSH-based methods to more complex data, like geometric configurations of
local features [C.3.2], [C.3.17]. There is comparatively little work on the scalability of
relevance feedback (RF, another important paradigm in multimedia retrieval, see e.g.
[C.3.3]). We can mention specific solutions like [C.3.12], [C.3.13], [C.3.14], [C.3.4] for SVM-
based RF or a solution [C.3.10] employing boosting and a posteriori multi-probe LSH. The
efficiency of such solutions has to be further improved. Since kernel functions are often
similarity measures, it is possible to develop LSH-inspired solutions for scaling up retrieval
with RF based on effective kernel methods [C.3.6].

In the current state-of-the-art, scalable retrieval is not connected to the scalability of
media description. But we see two connections between these two concepts of scalability.
Consider a scalable, hierarchical representation of content such as wavelets or Gaussian
pyramids. First, interactive retrieval with relevance feedback can be made more scalable by
iteratively increasing, during consecutive relevance feedback loops, the resolution on which
content descriptors have been extracted. Second, we believe that a hierarchical representation
of content allows to design new multi-level LSH (e.g. [C.3.21]) solutions that also support
scalable retrieval. Research in scalable indexing of video data with Daubechies wavelet
pyramids has shown that such approaches “scale” in the sense of content description.

While video content-based retrieval typically relies on compact, global descriptions of
entire video sequences, one can expect that more detailed, sequence-based video matching
should allow to obtain more effective results. This is currently avoided because the cost of
sequence matching that is usually considered to be prohibitive. But recent work like [C.3.18]
shows that (one-dimensional) sequence matching with Dynamic Time Warping (DTW) can
be performed efficiently. However, an efficient comparison of video sequences with DTW (or
related measures) requires significant developments in multidimensional sequence matching
and our current work addresses this issue.

D PROPOSED METHODS FOR SUMMARIZATION AND SCALABLE SEARCH

D.1 GENERAL ARCHITECTURE OF THE PROJECT

Indexing and retrieval of multimedia information is based on architecture that we called
architecture for scalable search. This architecture will allow to store and organize multimedia
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information in a scalable manner, allowing a multimedia resource search in large databases
scale easily and quickly.

The feature of this architecture is that the indexing and retrieval of information is performed
in the compressed domain of multimedia information [D.1.1, D.1.2]. Figure 1 shows the
proposed architecture.
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Figure 1: Architecture for content-based audiovisual scalable indexing and retrieval.

In Figure 2 we can see that the decomposition tasks are reflected in this scalable search
architecture. It shows then the interrelationship between the different activities of each

partner:

Task 1: Scalable description of visual encoded content. Extract effective local and global

spatio-temporal descriptors from JPEG2000 compressed flow.

Task 2: Description of speech/audio content. Speech/audio signal segmentation, description

and classification of sound events, Mexican native language speech recognition.

Task 3: Audiovisual summaries and scalable retrieval. Develop scalable methods for

structuring the audiovisual database and for interactive content-based multimodal retrieval.
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Task 4: Software development of multi-modal algorithms. Make the databases available for
the project and develop the software platform.

Tasks 1, 2 and 3 all develop software components (for extracting content descriptions, for
performing content summarization and for scalable search). All software integration
activities were grouped in Task 4.
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Figure 2: Task in the architecture for content-based audiovisual scalable indexing and
retrieval.

The architecture for content-based audiovisual scalable indexing and retrieval includes the
following:

a) Video database: the information of audiovisual content is in the compressed domain
(audio format: MP4; video format: JPEG2000).

b) Elementary video/audio segmentation: the audiovisual content structure analysis
aims at segmenting an audiovisual content into a number of structural elements that
have semantic contents.

c¢) Feature extraction: the extraction of features of the audiovisual content in the
structural elements, represents the base for scalable indexing and retrieval.

e For visual encoded content we consider a scalable method of signal
representation such as a spatio-temporal motion compensated wavelet-based
solution. The objects to be extracted are sets of connected components that are
homogeneous in color and/or in texture with respect to a given criterion and that
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have a motion different from the global motion of the scene [D.1.3, D.1.4, D.1.5,
D.1.6].

e The features of the audio encoded content are obtained with the automatic
extraction of the descriptors. These descriptors are made up by different
parameters that represent sound events of the speech/audio signals and by
parameters that help the speech recognition performance with identification tasks
[D.1.7, D.1.8].

d) Annotation/classification: these rely heavily on audiovisual structure analysis and
the extracted audiovisual features. The annotation is the basis for the detection of
audiovisual semantic concepts and the construction of semantic indices for
audiovisual content [D.1.9]. The classification is to find rules using extracted features
and then assign the audiovisual content into predefined categories [D.1.10]. The
scalable wavelet-based descriptors (Taskl) will be combined with audio descriptors
(Task2) in order to use them in a global data-cube model which will represent each
audiovisual document. To the constitution of visual summaries, we apply data
summarization techniques coming from information retrieval domain [D.1.11].

e) Interactive query: The scalability challenge is significantly reinforced by the use of
partial queries. The signal descriptions issued from tasks 1 and 2 will be employed;
these descriptions are well-adapted to partial queries. It is will extend the Locality
Sensitive Hashing (LSH) approach in two directions: improve the balance between
effectiveness and efficiency for the types of content concerned by this project, and
devise LSH-based methods for scalable retrieval with relevance feedback RF [D.1.12].

D.2 TASK 1: SCALABLE DESCRIPTION OF VISUAL CONTENT

This section presents the work which has been done for Task 1. It consists in the extraction of
video descriptors based on motion, color and MFCCs (features encoding roughly the spectral
envelope of the audio signal).

D.2.1 EXTRACTION OF COLOR-BASED DESCRIPTORS

Scalable color descriptors have been extracted from the original video in order to be used in
the datacube and for the creation of video summaries. See Section D.4.1.

D.2.2 RECOGNITION OF ACTIONS FOR SEARCH AND SUMMARIZATION BASED ON MOTION
DESCRIPTORS

To summarize video databases and perform content-based retrieval, several issues have to be
addressed: video content description and associated similarity (or dissimilarity) measures,
index design for storing such descriptions, algorithms for efficient retrieval and
summarization. Content description should focus on the aspects that are considered most
significant in characterizing the relevant visual content of video scenes. For Mexican cultural
videos, we consider that motion is the key aspect that should be described. In the recent
litterature, several features have been put forward as motion descriptors. They can be global
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descriptors that take the spatio-temporal volume of the action and describe it as a whole, a
time-series of frame by frame descriptors, or aggregates of frame by frame descriptions.

Global approaches usually aim to describe a human performing a certain action
captured on video under controlled conditions (single fixed point of view, constant scale,
etc.). Either the human body in motion is described using a volumetric descriptor (time being
the third dimension) or the human silhouette is extracted and described using a shape
descriptor, then parametric model is built.

Local features describing the dynamics of video patches were first defined as
extensions of image interest points in the spatio-temporal domain [D.2.8]. An alternative
recent solution, proposed in [D.2.1], consists in describing the trajectories of 2D interest
points (SURF) tracked over frames. Recently also, trajectory-based features describe patches
around high contrast points that are tracked using optical flow. These features [D.2.10] are
based on shape (histogram of gradients, HOG), optical flow (histogram of optical flow, HOF)
and optical flow gradient (motion boundary histogram, MBH); they were further extended
by applying vector field measures to the optical flow field [D.2.6]. Local features of each
frame are aggregated into frame features by quantifying them and computing bag of visual
words (BoW) histograms.

Once the frame-level description is chosen, an entire video containing one or several
actions must be represented. Various ways of aggregating frame signatures have been
proposed such as summing up all the frames or creating a tree of atomic action signatures as
in [D.2.4]. In [D.2.13] the authors propose to keep frame-level features (in this case SIFT
features with motion information) and use the Earth Mover Distance (EMD) to compute the
best match between frames, without regard for their order; EMD provides more flexibility
than DTW, but some discrimination power could be lost for complex actions.

Figure 3: Movement description based on trajectories obtained from optical flow.
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Figure 4: Warping path (a) and corresponding alignment (b) between two video sequences.
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We have been experimenting with several of these features on various databases, including
KTH [D.2.11], Olympic Sports [D.2.9], Weizmann [D.2.5] or HMDB [D.2.7]. We are currently
investigating the potential of multi-scale representations of sequences of such rame features
in improving the balance between effectiveness and computation cost.
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We show some intermediate results on the KTH and Weizmann databases for the
evaluation of query by example. Using trajectory MBH BoW histograms as frame-level
features, we show that DTW achieves better results than frame-to-frame matching (L1). The
test dataset is obtained by segmenting the KTH videos into 40-frame subsequences and
eliminating those that do not contain any movement. The evaluation metric is the Mean
Average Precision obtained by querying the entire dataset with the set of all subsequences.
The first results below concern the KTH database:

Boxing | Handclapping | HandWaving | Jogging | Running | Walking | MEAN
L1 75 63 84 19 9 49 50
DTW 75 66 93 19 9 48 52
We obtained the same trend on the Weizmann dataset using 30-frame subsequences:
Bend Jack JumpL | JumpR | pjump | SideL SideR | wavel
L1 96 98 86 75 95 83 82 79
DTW 97 98 86 75 95 83 82 82

We have also found that frame descriptions are sparse (on average, 10% of the bins not null)
and we can increase sparseness by using a threshold that helps removing noise.

Most of the features employed for describing motion can be represented as sequences
of high-dimensional vectors. To compare such sequences in a scalable way, we have been
working on an indexing method inspired by existing indexing solutions for one-dimensional
sequences compared with DTW, but better adapted to sequences of sparse high-dimensional
vectors. We are also working on associated algorithms for efficient retrieval and similarity
self-joins. Indeed, finding compact clusters in a set of data can be based on a similarity self-
join that identifies pairs of data points whose similarity is above a threshold and leaves apart
isolated data points (see e.g. [C.3.16]).

D.3 TASK 2: EXTRACTION OF SPEECH/AUDIO CONTENT

A Dbaseline system for video documentary segmentation into perceptually continuous
segments has been developed.

It consists in three steps : feature extraction, segmentation and labeling.

1. Feature extraction: In step 1, we consider the following features : the 13 first MFCCs
coefficients including the Oth order (Mel-Frequency Cepstral Coefficients are features encoding
roughly the spectral envelope of the audio signal), dominant color and lightness (maximal
indexes of Hue and Lightness histograms from the HLS decomposition). The features are
first extracted at a fixed period : the analysis window is fixed to 1024 samples, and the hop
size to 512 samples for the MFCC, and the visual features are extracted for each image of the
video. They are expressed on the same time-scale: for each multiple of the time period
T=0.5s, we calculate the mean of the feature vectors contained in the analysis window of
length 0.5s and centered on the multiple of T. The features are then combined by
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concatenation (early fusion) : at each multiple of T is associated the MFCC coefficients, the
dominant color and lightness of the corresponding time instant, as shown in figure 5.

1':' = T W (T S W ] e U F O e el W jy e ieie ey g S ey
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1 | I 1 1 1
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Figure 5. The 13 first MFCCs coefficients (indexes 1 to 13 of the y-axis) concatenated with the
dominant color and lightness (indexes 14 and 15 respectively) for the INA video « Mexique
Magiquel ». The x-axis corresponds to the time axis (with T=0.5s between two feature
vectors).

2. Segmentation is achieved through the selection of a fixed number of peaks from an
homogeneity criterion calculated on the concatenated feature vectors. This criterion is
obtained by calculating at each instant t the Generalized Likelihood Ratio (GLR) considering an
analysis window of duration 90s centered on time t. The GLR results from the comparison of
two multidimensional gaussian models (with dimension = 15), one modeling the set of
features contained before t within the analysis window (G1), and one modeling the set of
features contained after ¢ within the analysis window (G2). If G1 and G2 are similar, ¢ is
likely to belongs to an homogene segment and the GLR has a low value. Homogeneity
reputure (G1#G2) are then characterized by high values of the GLR [D.3.9]. An example is
given below (at log scale for better readability).

o0 WVWWJ\MWMM A fﬂfj\wﬁﬂ Jfrllu.\,]
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Figure 6. Display of the log-GLR calculated using the concatenated features obtained from
step 1 for the video « Mexique Magiquel ». The x-axis corresponds to the time axis (with
T=0.5s between two feature vectors).

Then we calculate the breakdown criterion by Seck on the log-GLR curve on order to keep its
dominant peaks [D.3.9].

T T T T T T T

500

! 1000 2000 3000 4000 5000 6000 7000

Figure 7. Display of Seck’s breakdown criterion calculated on the log-GLR for « Mexique
Magiquel » The x-axis corresponds to the time axis (with T=0.5s between two feature
vectors).
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A first segmentation of the video is obtained by selecting the P highest peaks (P is currently
fixed to 50, in order to favor oversegmentation). This segmentation will be refined during the
labeling process.

wr
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Figure 8. Segmentation of « Mexique Magiquel » obtained by selecting the P higest peaks
from Seck’s criterion. The x-axis corresponds to the time axis (with T=0.5s between two
feature vectors).

3. Labelling. We calculate for each segment the average of the concatenated feature vectors
they contain. The segments are then clustered using a K-means approach, using their
average feature vectors and a weighted squared euclidean distance :

de?(x,y)=Swi(xy)

with w=1/13 if i={1...13} (corresponding the the dimentions of the MFCCs), and w=1/2
otherwise (the 2 visual features). This is a rough way to balance the audio and visual
modalities. K is yet chosen arond 10-15 clusters. Consecutive segments gathered within the
same cluster are merged. The following figure presents the results of the clustering in the
case of « Mexique Magiquel » for K=10 clusters.

0.5 -

= 1000 2000 3000 4000 5000 6000 Fooo

Figure 9. Structure of obtained from the K-means clustering the segments obteined for
« Mexique Magiquel » with K=10 clusters. The x-axis corresponds to the time axis (with
T=0.5s between two feature vectors).

Application to video summarization :

An additional step is considered in order to produce a summary of the considered videos.
For each of the K clusters, we select the segment whose average feature vector is closest to
the cluster’s centroid. An example of the selected segments for « Mexique Magiquel » is
shown below.
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Figure 10. Display of the most representative segment for each of the K clusters obtained in
the labeling step for « Mexique Magiquel » with K=10 clusters. Dark blue segments are not
retained for the summary. The x-axis corresponds to the time axis (with T=0.5s between two
feature vectors).

Then we consider the shot estimation obtained from Advene’s estimator. For each selected
segment, we select the longest shot contained in it.

B e = T et

0.5

1.5

1000 2000 3000 4000 5000 6000 7000
Figure 11. Display of the selected shot retained for the resulting summary of « Mexique

Magiquel ». Dark blue segments are not retained for the summary. The x-axis corresponds to
the time axis (with T=0.5s between two feature vectors).

Their concatenation constitutes the output summary of the video.

D.4 TAsSK 3: VIDEO SUMMARIZATION BASED ON DATACUBE APPROACH

This section describes the proposed method for summarizing video content based on data
cube approach, which allows the multidimensional access to the information stored on it,
helping users to navigate and to analyze the video content efficiently by accessing data
collections of any dimension subsets, thus providing the scalability property.

In general terms, data cube structure consists of several dimensions, where each dimension
represents some attribute in the data base, which is represented by a measure. Thus, a cell in
the data cube represents a measure of interest in the current dimension [D.4.1] as shown in
Figure 12.
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VISUAL DIMENSION

Figure 12: Data Cube approach based on 3 audio-visual dimensions

Figure 12 represents a 3-dimensional data cube structure based on audio-visual features,
where each low level feature is considered as one dimension.

Data cube offers a serie of operations to allow flexibility for navigation into the data by
displaying a summary at different granularity level. To reach this goal, data cube considers
several On Line Analytical Processing (OLAP) operations such as:

e Rolling up: This operation implies the data summarization by climbing up hierarchy into the
data cube and is also called as consolidation.

e Drill down: Inverse operation of rolling-up, where user is able to navigate from higher level
summary to lower level summary, this is, to explore into detailed data.

e Slice: A slice is a subset of a multi-dimensional array corresponding to a single value for one
or more members of the dimensions.

e Pivot: This operation is also called rotate operation. It rotates the data in order to provide an
alternative presentation of data.

The main challenge of using data cube structure to achieve scalable video summarization is
to conceptualize how the data cube is going to be materialized and which kind of dimensions
and measures are going to be considered. Since the most relevant information of a frame is
given by visual information, the dimensions can be considered as a set of image feature
descriptors and its related audio information, while the measure value is given by the top k
representatives obtained from a clustering method. Thus, top k representatives are used to
materialize the consecutive levels in the cube. Once that data cube has been materialized the
OLAP operations can be computed to display the user the scalable video summary trough a
user interface as illustrated in Figure 13.

As shown in Figure 13, developing a video summary based on data cube structure implies
two main steps: 1. Feature extraction to conceptualize the dimensions and measures of the
data cube to build the base cuboid, and 2. Data cube construction to allow the OLAP
operations.
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FRAMES Dimensions: Audio features Measuring: top k
COLLECTION and visual features representatives, clustering

OLAP OPERATIONS: DATA CUBE NAVIGATION

Drill-down, Consolidation, Slice, Rotate

User Interface

Figure 13. Video Summarization based on data cube approach
framework

D.4.1 FEATURE EXTRACTION

Typically a data cube consists of a base cuboid which is the most top level in the cube. The
base cuboid is given by a raw database which contains the multidimensional model of each
element considered to build the data cube.

Then to obtain the elements of the raw database, video 17 is decomposed into k frames per
second, such that ¥ = {F, £, .., B} where n is equal to the video’s duration multiplied by k.
Assuming that the dimensions of the data cube are given by a set of low level descriptors, thus
from each video frame, a set of low level audio and video feature descriptors are extracted at
different sampling rates, then it is necessary not only to fuse the normalized descriptors
obtained to get a full low level description of each frame but also to consider the feature
alignment by linear interpolation to overcome the difference between sampling rates. Finally
the video is given by F = {EE,E_‘;} where & = [By,Dg,--By) ¥{ & {1,2, ..n} while D;
wi € {1,2,...m] is a single normalized feature descriptor which is also considered as one
dimension in the cube. The process to obtain the data cube is illustrated in Figure 14.

As image feature descriptors, Scalable Color Descriptor (SCD) [D.4.2], Color Structure
Descriptor (CSD) [D.4.3], Bag of Visual Words (BOVW) [D.4.4], Pyramid of Histogram of
Oriented Gradients (PHOG) [D.4.5], etc. can be used as dimensions. However due to the
proven effectiveness in image retrieval based on colors [D.4.6] SCD and CSD are chosen as a
color based descriptors to build the raw database, while in the case of audio features, Mel
Frequency Cepstral Coefficients (MFCC) and Chroma vectors were considered.
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Figure 14: Base cuboid baseline

In order to develop a baseline for our visual summarization approach, the raw database
materialization and the development of the main visual summary is formalized as follows

1. Detection and description of low level features

2. Early fusion of several low level (audio and visual) features considering the sampling rate
alignment and store them into a raw database, where each raw is given by E =T

3. Data partitioning using k-means by setting k equal to the number of shots manually

detected in the video.

4. Post-processing density based clustering stage to separate frames grouped in the same
cluster which are similar in features but far in time.

5. Develop the chronological sorting of the obtained clusters, where the number of obtained
clusters is bigger than k.

6. Selection of one keyframe per each cluster to build the visual summary in the current level.

Scalable Color Descriptor

SCD descriptor [D.4.2] consists of 256-bin color histogram computed on the HSV color space
encoded using the Haar transform to make it scalable. This transform develops a sum and a
difference operation represent by low and high pass filters respectively. Thus, summing
pairs of adjacent bins is equivalent to half size histogram, i. e., 128-bin histogram with 8
levels in Hue, 4 levels in Saturation and 4 levels in Value.

Haar transform claims that it is possible to truncate the high pass coefficients to an integer
representation with small number of bits since high pass coefficients depicts the information
contained in finer-resolution levels. This information usually expresses high redundancy
between the adjacent histogram bins and they have only small values. This descriptor can be
compared using the Manhattan distance better known as L, distance which is given by

d
Lixy) = Z_L’ﬁ =¥
=1
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(1)
Color Structure Descriptor

CSD descriptor [D.4.3] is a modified version of a histogram which captures the distribution
of colors in the image as well as the local spatial structure of the colors according to Equation

)
CSO=Hm) € Lo, M (2)

where M € 256,126,64,32 is the quantization step, H;{m) is the number of times a particular
color is contained within a squared structuring element as the structuring element scans the
image and s is the scale of the associated square structuring element. CSD aims at expressing
the local structure of colors in the image through some histogram computation. CSD can be
compared using L; metrics (1).

K-means

K-means is still one of the most widely used algorithms for clustering. Ease of
implementation, simplicity, efficiency, speed and empirical success are the main reasons for
its popularity.

K-means [D.4.6] is a clustering algorithm which partitions the data set T = {F ,Fy, =, Fu}
into k « n sets & = {1, w.. Fi} 50 as to maximize the within intra cluster smularlty measure
as shown in the equation (3)

arggminz F "f;'f #-: (3)

l:{j

where g, is a vector which represents the n-th element, y; is the center mass (mean) of the
cluster 5;. K-means consist of the following steps

1. Theinitial k centers € = {1,632, v, 3 ) are randomly selected.

2. foreach i & {1, k) sets'r—E IIE‘- ||5 IF— &l ¥ f“"l}
3. foreach i € {1, K} sete; = muf'!.';'{x
1

4. repeat 2 and 3 until convergence

To enhance the K-means performance, some other techniques have been proposed to choose
the initial clusters, so as to speed up the convergence of the clustering process.

Post-processing : Density based clustering

K-means offers the data partitioning according to feature similarity. However similar frames
can be found in different shots of the video, which indeed are chronologically far. To solve
this problem, it is possible to use the density based clustering as a post-processing stage by
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considering that the density connectivity between the members of the set § = (81,82, v, 3y is
given by the time stamp of each member.

Given the data set & = {53__ Fa -..,.5';.;], where 5; = 1{31,85m,8) ¥i € {1,2,..%&} and
considering that 5; exist at the time instant ig, ¥f € {1,2, ..1J, such that 5 =1{te T Ta b
the member Efrpe € .5_} iff Epppg = by T th, in that case a new subset S emerges, where t# is

a temporal distance threshold (set to 1), otherwise the member 3'5.'[_1: g = 5_'.; Thus

£ =[5 .5"2,..._.5'11.} is considered as a set of all new clusters obtained from this procedure,
where 5,
Ve € {1,2,..9} is a new cluster.

Finally & = {3, 5;.....5.} is chronologically sorted to represent the chronological occurrence
of each subset (shot) in the video. Then, the visual summary in the current cuboid,

corresponds to the top k representative frame of each subset, thus
Sununary = {.i‘x:fl, Bfo van .i‘r.:fq} where kfy ¥ € {1,2,.. g} is the keyframe of 5.

D.4.2 DATA CuBE CONSTRUCTION

Visual data cube approach involves the construction of the top most cuboid, also called the
base cuboid in the literature, which construction has been detailed in the previous section, but
also involves the aggregation of different granularity levels hierarchically, called cuboids,
where each cuboid represents a particular view.

Let us consider a set of dimensions & = {4,E,..,F} where 4,8,...F represent each single
dimension, in this example we consider 6 dimensions, i.e., six feature descriptors. This set of
dimensions exists along the video ¥ = {F}, F;, ., £} which is represented by a collection of F;
frames. In order to get the top k representatives from the video, which indeed represent the
video summary, the data collection is partitioned using k-means clustering based on audio
and visual features.

Assuming there is no partition intersection due k-means, the video summary is given by a
set of top k representatives (keyframes) denoted by [Ky,Kz i, Km), where m is the number
of top k representatives found by the proposed approach. Navigation is enabled when user
selects one keyframe looking for detailed information. Then a summary of the partition
related to the selected keyframe along the dimensions {]|F|| =1} according to the different
aggregation possibilities is displayed. Thus, navigation into that subspace is enabled to again
select a keyframe and display a new summary and so on, as shown in Figure 15. This figure
illustrates the hierarchical scalability through the cube to display video summary at different
levels of detail.

The total number of cuboids materialized is given by € = 2l#1 1t is worth noting that
summary in the current level is given by the top k representatives along the dimensions
considered for the aggregation of that cuboid. Then, due to the proposed data cube based
approach a user is able to navigate into one particular cluster and going down (drill-down
operation) or going-up (rolling-up) into the cube.
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Figure 15 Cuboid aggregation

As shown in Figure 15, each cuboid can be seen as conventional database table, which can be
processed and handled using a Relational Database Management System (RDBMS). The
advantage of this structure is that it requires few assumptions about how data is related or
how it will be extracted from the database. Then as a result, the same database can be viewed
in different ways, which allow the multidimensional access to video summary.

RESULTS

The evaluation of the intermediate results is given by the comparison between the ground
truth video summary, which was developed under human supervision, and the automatic
summary obtained from the proposed method (See D.4.1), which is considered as the base
cuboid.

The manual annotation of the video was done using ELAN tool, which is software for video
annotation. The annotation file contains the number of shots detected by the user as well as
the time instant of beginning and ending of each shot and the keyframe of each shot.

The experiment was developed using the video entitled “Mex Magic 1”7 from INA Corpus
Collection. This video consists of 58 minutes and where manually detected 616 shots from it.

This intermediate result is given in terms CSD and SCD descriptors to get the automatic
video annotation (summary), which is also the base cuboid. Since K-means needs the
number of clusters, in this first instance, the number of clusters was setting to & = MDS,
where MDF is the number of shots manually detected during ELAN based annotation.
However due to post-processing stage, the number of shots detected by the proposed
approach is considerable increased. For that reason, by experimentation, we consider to set

k= TG {MDS].
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Then, according to the intersection matrix between the keyframes manually selected and the
keyframes obtained from the proposed approach, the intersection is around 85%, however if
the shots instersection is considered instead of keyframe intersection, the accuracy of the
proposed video summary achieves 95%, i.e., most of shots obtained from our experiments
are very near to the shots manually selected. Figure 16 illustrates a set of keyframes
manually selected, compared with keyframes obtained by the proposed approach.

:Il.l.l.llllI.alllllllllllllllII..l‘ll!:lill.:lm | _";li

Ground truth Automatic Video
Visual Summary Summary proposed

3

= "‘

Figure 16: Video summary comparison

From Figure 16 can be seen that keyframes obtained by the automatic video summary
represents the same concept of the keyframes obtained by ground truth video summary.

For further experiments, audio features as well as other visual features will be considering to
develop the video summary. The proposed approach also considers the use of other
clustering methods such as consensus clustering [D.4.7]. Finally, the evaluation methodology
will be done using VERT [D.4.8] metric, as described in Section D.5.

D.5 EVALUATION METRICS

A video summary is defined as short version of the original video which provide at the user
an overview of the video content and it can be presented as static keyframes, video skims or
multidimensional browser. However the automatic video summarization is still a challenge.
To measure the quality of the summary we consider the Video Evaluation by Relevant
Threshold (VERT) [D.4.8] as an automatic video summary evaluator.

This method is based on the selection of relevant keyframes, thus in this process is assumed
that each shot in the video is represented by one or more keyframes. Then a selection of the
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video content to be included in the summary is performed by assigning an importance
weight we, f F) depending on the rank of keyframe f in the selection 5;. Finally VERT
compares a set of automatically selected keyframes by the proposed summarization method
versus the ground truth human-selected keyframes. VERT consists of two measures VERT-P
and VERT-R, precision and recall respectively.

D.5.1 VERT-PRECISION

Let’s assume that each keyframe is assigned an importance weight #;{x, 3} according to its
position in the selection § = 1,....&} and §p = 1,..,n}, while a non-selected keyframe has a
weight of zero, where k is the number of reference summaries (ground truth summaries) and
n is the number of keyframes in each one. By the other hand, the proposed summary
contains m keyframes, and each keyframe 1 is assigned a weightlﬁ—{ﬁ}. VERT-P measures the
precision of the position of each candidate keyframe found using our summary approach
with respect to the ground truth summaries. Hence, for each keyframe i in the candidate, the
maximum weight assigned in the ground truth summary is T; = max, Ws{x,3%}, where xisa
ground truth summary, and y; is the position of keyframe i in x.

VERT-P compares the maximum weight T; with the weight assigned to the current keyframe
in the proposed summary, such that

Eiz min W i), T (5)
FERY I'w=m ™"

E?éiﬁft‘ 'I‘ﬁ}
This value used to be between 0 and 1. The maximum is obtained when all keyframes of the
proposed summary were selected with a weight that is lower than at least one of the ground
truth selections.

D.5.2 VERT-RECALL

Considering that C is the proposed video summary, grami, is a group of n keyframes,
Wyl gran,) is the weight of the group gramy, for a ground truth summary §, and Welgram,)
is the weight of the group gram, for the proposed summary C, the VERT-Ry, is given by

EJ‘EE;r:run:ltnn:h lummﬂial}zsmmneﬁ'pvf{?mmn-}' (6)

VERT — Ry =
. Eﬂe'wn'und truth lmnmari.al}zsmmneﬂ L?Pmmmn}

VERT-Ey computes a percentage of gram, from the ground truth summaries occurring also
in the proposed summary. Thus, if a group of n keyframes is considered as a subset of size n,
then, when n = 1 and n = 2, the VERT-R,{C) and VERT-R.{(C) can be defined as
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Such that each gramy in VERT — &y contains only 1 keyframe, thus the number of keyframes
is equal to number of gram, and the weight of a group is then the weight of keyframe. While
in VERT — R;, there are 2 keyframes in each gramsz. Hence, VERT —R; considers two
measures VERT —Hg; and VERT — Hygp. Where the weight of gramg in VERT — Hgg is the
average of the weights of the keyframes and in VERT —Ryp is the absolute difference
between the weights, such that

VERT —Rgg— Walfg) - w
®)

VERT — RBop = Welf,g) = |WECF) + 1elg)|

D.6 GROUNDTRUTHING OF COMPLEX AUDIO-VISUAL CONTENT

D.6.1 MANUAL ANNOTATION

In order to allow us to evaluate the approaches developed during the project, we need to
produce, within the project, reference annotations for the video and audio content (the
available content only has some global metadata like filename, show name, channel, author,
etc.).

Annotation types. We are preparing a multidimensional annotation of the videos according
to the following “dimensions”: visual content, actions, speech, music, audio special effects /
environmental sound effects. Given the cost of this task, we aim to devise an unambiguous
set of labels for every “dimension” in order to produce a corpus of reference content
annotations that is coherent and as reproducible as possible.

Annotation software. Three software tools (ANVIL, ADVENE, ELAN) have been evaluated
against the following requirements : free and open-source, compatible with MPEG4, easy to
use, documented in English, open export format. The standard version of ANVIL is not
compatible with the video formats considered. ADVENE proposes an automatic
segmentation of the video into shots and a “full zoom-out” on the video. ELAN doesn’t have
such functionalities, however, it's interface is found to be more suitable for the manual
annotation itself (keyboard shortcuts and a faster way to edit the segments labels). Therefore,
ELAN will be used for this task, and ADVENE'’s shot estimation program will be used to
produce the segmentations in shots that will be imported on advene through a format
conversion process. Figure 17 shows an overview of ELAN’s interface.
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Figure 17: Overview of ELAN’s interface
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Format of annotation files. A "tabulation-separated values" format following the model of

ELAN will be used. An example of such a format is given in Figure 18.

fANO : || annot_ELAN_test.txt
dimensionl 1588 2578 segment 1.1
dimensionl 4348 E510 segment] .2
dim 630 1938 segment2.1
dinz [2388 4608 seqment2.2
din2 5198 5978 segment? .3
dimd 1478 2e1e segment3.1
Segment

Annotation dimension (beginning time,
ending time, label)

Figure 18: File format.

D.6.2 FEATURE FILE FORMAT

Figure 1 describes the overall analysis chain of a video. This allows to enlighten three types
of feature files. They all derive from the Tabulation Separated Values (tsv) format, in which

values or labels are separated by a tabulation.
The feature files are of three types :
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- FSA/FSV (fileln files) : low-level features used by processing algorithms

- FIA/FIV (fileOut files) : high level features produced by the algorithms

- FOA/FOV (fileGlobal) : file gathering fileIn and fileOut features expressed at the same
timescale (highest frequency rate amongst all features) to be used for large-scale
research and retrieval.

1. FSA/FSV : consist in different types of features which have different sampling rates. We
choose to store the informations related to one feature type in a single tsv file, made of a
header with the feature name and extraction parameters, and its values

2. FIA/FIV: will mainly consist in segmentations in which each segment is associated to a
label (symbol, or string without space) or a sequence of values (vector). A tsv file storing
the informations related to one high-level feature type is expected to be made of a header
containing the feature name, and a list of segments (start time, end time and label).
-> such a file may be converted to another tsv file which shares the same format and the
same sampling rate than the low-level features analyzed. This intermediate file is created
in order to merge easily all the features (high-level and low-level) in one single file
(FOA/FOV).

3. FOA/FOV: All the features used and produced by the algorithms are put altogether
through two files, who follow a format derived from the tsv format used in the "low-level
feature" case. The first one gathers all the feature parameters and their position within

the second file (column indexes). The second one gathers all the feature values, re-
sampled at a single sampling frequency and concatenated according to their dimensions.

E CONCLUSION AND PERSPECTIVES

Since the beginning of the project, the following progress have been done:
- First version of the architecture for content-based audiovisual scalable indexing and
retrieval for the projet. It shows then the interrelationship between the different activities of

each partner.

- Design of a system to split a video into homogeneous segments using a criterion based on
audio/video descriptors. It allows to create video summaries.

- Development of methods to extract audio/video scalable descriptors.
- Definition of a metric to evaluate the quality of the summaries.
- Development of a method based on dynamic time warping (DTW). It has been shown that

it can improve the quality of matching (compared to a direct frame-to-frame comparison) for
sequences of high-dimensional features describing video sequences.
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- We devised an indexing solution for the scalable comparison with DTW of sequences of
sparse high-dimensional vectors.

Furthermore, from a methodological/technical point of view, a significant work has been
done. In particular, the following points have been specified :

- Specification of file formats to store manual annotations and audio visual features. This is a
crutial point to exchange data within the project.

- Choice of a software to perform manual annotation of videos

The main perspective of the project for the coming year will be to design a complete system.
It will be based on selected descriptors and will integrate contributions coming from the
different partners. To reach this goal, the following points will be adressed:

- Definition of an automatic annotation method based on extracted descriptors and/or
manual annotation. For that purpose, the following aspects will have to be developed:

e C(Clear definition of a thesaurus. It will be chosen according to the available corpus.

¢ Manual annotation of the video database (using the thesaurus).

e Definition of a method to extract automatic annontation from low level
audiovisual descriptors.

- Definition of a method to create a video summary directly from the datacube

- Include more audio and visual features in the system, measure their impact on the
summary

- Design a way to better adjust the weights of the audio and video modalities

- Compare different fusion methods for segment selection (early vs late...) to evaluate the
interest in considering the audio in the summary
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