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Preface

The Mexican International Conference on Artificial Intelligence (MICAI) is a
yearly international conference series organized by the Mexican Society of Arti-
ficial Intelligence (SMIA) since 2000. MICAI is a major international artificial
intelligence forum and the main event in the academic life of the country’s grow-
ing artificial intelligence community.

MICAI conferences publish high-quality papers in all areas of artificial in-
telligence and its applications. The proceedings of the previous MICAI events
have been published by Springer in its Lecture Notes in Artificial Intelligence
series, vols. 1793, 2313, 2972, 3789, 4293, 4827, 5317, 5845, 6437, 6438, 7094,
7095, 7629, 7630, 8265, and 8266. Since its foundation in 2000, the conference
has been growing in popularity and improving in quality.

According to two main areas of artificial intelligence—modeling human men-
tal abilities on the one hand and optimization and classification on the other
hand—the proceedings of MICAI 2014 have been published in two volumes.
The first volume, Human-Inspired Computing and Its Applications, contains 44
papers structured into seven sections:

– Natural Language Processing
– Natural Language Processing Applications
– Opinion Mining, Sentiment Analysis, and Social Network Applications
– Computer Vision
– Image Processing
– Logic, Reasoning, and Multi-agent Systems
– Intelligent Tutoring Systems

The second volume, Nature-Inspired Computation and Machine Learning,
contains 44 papers structured into eight sections:

– Genetic and Evolutionary Algorithms
– Neural Networks
– Machine Learning
– Machine Learning Applications to Audio and Text
– Data Mining
– Fuzzy Logic
– Robotics, Planning, and Scheduling
– Biomedical Applications

This two-volume set will be of interest to researchers in all areas of artificial
intelligence, students specializing in related topics, and to the general public
interested in recent developments in artificial intelligence.

The conference received for evaluation 350 submissions by 823 authors from
a record high number of 46 countries: Algeria, Argentina, Australia, Austria,
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Brazil, Bulgaria, Canada, Chile, China, Colombia, Cuba, Czech Republic,
Ecuador, Egypt, France, Germany, India, Iran, Ireland, Israel, Italy, Jordan,
Kazakhstan, Lithuania, Malaysia, Mexico, Morocco, Nepal, Norway, Pakistan,
Panama, Paraguay, Peru, Poland, Portugal, Russia, Singapore, Slovakia, South
Africa, Spain, Sweden, Turkey, UK, Ukraine, USA, and Virgin Islands (USA);
the distribution of papers by tracks is shown in Table 1. Of these submissions, 87
papers were selected for publication in these two volumes after a peer-reviewing
process carried out by the international Program Committee. The acceptance
rate was 24.8%.

In addition to regular papers, the second volume contains an invited paper
by Oscar Castillo, Patricia Melin, and Fevrier Valdez: “Nature-Inspired Opti-
mization of Type-2 Fuzzy Systems.”

The international Program Committee consisted of 201 experts from 34 coun-
tries: Australia, Austria, Azerbaijan, Belgium, Brazil, Canada, China, Colombia,
Czech Republic, Denmark, Finland, France, Germany, Greece, India, Israel, Italy,
Japan, Mexico, The Netherlands, New Zealand, Norway, Poland, Portugal, Rus-
sia, Singapore, Slovenia, Spain, Sweden, Switzerland, Tunisia, Turkey, UK, and
USA.

Table 1. Distribution of papers by tracks

Track Submissions Accepted Rate 
239195gnissecorP egaugnaL larutaN % 

Machine Learning and Pattern Recognition 42 12 29% 
Logic, Knowledge-Based Systems, Multi-Agent

 Systems and Distributed AI  40 8 20% 

Computer Vision and Image Processing 38 13 34% 
Evolutionary and Nature-Inspired Metaheuristic

 Algorithms 
33 6 18% 

42792 gniniM ataD % 

Neural Networks and Hybrid Intelligent Systems 28 7 25% 
Robotics, Planning and Scheduling 24 5 21% 
Fuzzy Systems and Probabilistic Models in 
Decision Making 23 4 17% 

Bioinformatics and Medical Applications 18 3 17% 
91361smetsyS gnirotuT tnegilletnI % 

MICAI 2014 was honored by the presence of such renowned experts as Hojjat
Adeli of The Ohio State University, USA, Oscar Castillo of Instituto Tecnológico
de Tijuana, Mexico, Bonnie E. John of IBM T.J. Watson Research Center, USA,
Bing Liu of the University of Illinois, USA, John Sowa of VivoMind Research,
USA, and Vladimir Vapnik of the NEC Laboratories, USA, who gave excellent
keynote lectures. The technical program of the conference also featured tutori-
als presented by Roman Bartak of Charles University, Czech Republic; Oscar
Castillo of Tijuana Institute of Technology, Mexico; Héctor G. Ceballos of Clark
& Parsia LLC, USA, and Héctor Pérez Urbina of Tecnológico de Monterrey,
Mexico; Sanjoy Das of Kansas State University, USA; Alexander Gelbukh of
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Instituto Politécnico Nacional, Mexico; Bonnie E. John of IBM T. J. Watson
Research Center, USA; Bing Liu of University of Illinois, USA; Raúl Monroy of
Tecnológico de Monterrey, Mexico; John Sowa of VivoMind Research, USA; and
Luis Mart́ın Torres Treviño of Universidad Autónoma de Nuevo León, Mexico,
among others. Three workshops were held jointly with the conference: the 7th
International Workshop on Hybrid Intelligent Systems, HIS 2014; the 7th Inter-
national Workshop on Intelligent Learning Environments, WILE 2014, and the
First International Workshop on Recognizing Textual Entailment and Question
Answering, RTE-QA 2014.

The authors of the following papers received the Best Paper Award on the
basis of the paper’s overall quality, significance, and originality of the reported
results:

1st place: “The Best Neural Network Architecture,” by Angel Kuri-Morales 
(Mexico) 

2nd place: “Multisensor-Based Obstacles Detection in Challenging Scenes,” by Yong 
Fang, Cindy Cappelle, and Yassine Ruichek (France) 

“Intelligent Control of Induction Motor-Based Comparative Study: 
Analysis of Two Topologies,” by Moulay Rachid Douiri, El Batoul 
Mabrouki, Ouissam Belghazi, Mohamed Ferfra, and Mohamed Cherkaoui 
(Morocco) 

3rd place: “A Fast Scheduling Algorithm for Detection and Localization of Hidden 
Objects Based on Data Gathering in Wireless Sensor Networks,” by 
Eugene Levner, Boris Kriheli, Amir Elalouf, and Dmitry Tsadikovich 
(Israel) 

The authors of the following papers selected among all papers of which the
first author was a full-time student, excluding the papers listed above, received
the Best Student Paper Award:

1st place: “Solving Binary Cutting Stock with Matheuristics,” by Ivan Adrian Lopez 
Sanchez, Jaime Mora Vargas, Cipriano A. Santos, and Miguel Gonzalez 
Mendoza (Mexico) 

“Novel Unsupervised Features for Czech Multi-label Document 
Classification,” by Tomáš Brychcín and Pavel Král (Czech Republic) 

We want to thank everyone involved in the organization of this conference.
In the first place, these are the authors of the papers published in this book: It is
their research work that gives value to the book and to the work of the organizers.
We thank the track chairs for their hard work, the ProgramCommittee members,
and additional reviewers for their great effort spent on reviewing the submissions.

We are grateful to the Dean of the Instituto Tecnológico de Tuxtla Gutiér-
rez (ITTG), M.E.H. José Luis Méndez Navarro, the Dean of the Universidad
Autónoma de Chiapas (UNACH), Professor Jaime Valls Esponda, and M.C.
Francisco de Jesús Suárez Ruiz, Head of IT Department, for their instrumen-
tal support of MICAI and for providing the infrastructure for the keynote talks,
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tutorials, and workshops, and to all professors of the Engineering School of Com-
putational Systems for their warm hospitality and hard work, as well as for their
active participation in the organization of this conference. We greatly appreci-
ate the generous sponsorship provided by the Government of Chiapas via the
Conventions and Visitors Office (OCV).

We are deeply grateful to the conference staff and to all members of the Local
Committee headed by Imelda Valles López. We gratefully acknowledge support
received from the project WIQ-EI (Web Information Quality Evaluation Initia-
tive, European project 269180). The entire submission, reviewing, and selection
process, as well as preparation of the proceedings, was supported for free by the
EasyChair system (www.easychair.org). Finally, yet importantly, we are very
grateful to the staff at Springer for their patience and help in the preparation of
this volume.

October 2014 Alexander Gelbukh
Félix Castro Espinoza
Sof́ıa N. Galicia-Haro
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An Effective Visual Descriptor  
Based on Color and Shape Features for Image Retrieval 

Atoany Fierro-Radilla1, Karina Perez-Daniel1, Mariko Nakano-Miyatakea1,  
Hector Perez-Meana1, and Jenny Benois-Pineau2 

1 Postgraduate Section of ESIME Culhuacan,  Instituto Politecnico Nacional,  
Av. Santa Ana No. 1000, Col. San Francisco Culhuacan 
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Abstract.  In this paper we present a Content-Based Image Retrieval (CBIR) 
system which extracts color features using Dominant Color Correlogram De-
scriptor (DCCD) and shape features using Pyramid Histogram of Oriented Gra-
dients (PHOG). The DCCD is a descriptor which extracts global and local color 
features, whereas the PHOG descriptor extracts spatial information of shape in 
the image. In order to evaluate the image retrieval effectiveness of the proposed 
scheme, we used some metrics commonly used in the image retrieval task such 
as, the Average Retrieval Precision (ARP), the Average Retrieval Rate (ARR) 
and the Average Normalized Modified Retrieval Rank (ANMRR) and the Av-
erage Recall (R)-Average Precision (P) curve. The performance of the proposed 
algorithm is compared with some other methods which combine more than one 
visual feature (color, texture, shape). The results show a better performance of 
the proposed method compared with other methods previously reported in the 
literature. 

Keywords: CBIR, color descriptor, shape descriptor, dominant color, color cor-
relogram, PHOG. 

1 Introduction 

In the last years, due to the technological advances, a large amount of devices such as: 
digital cameras, smart phones and tablets, have been developed in order to capture 
images and video data and on the other hand, a technological advance on high-speed 
internet connection, as well as the increasing storage capacities, leads to a growing 
size of databases. As a result Internet has become the largest multimedia database; a 
huge amount of information becomes available for a large number of users [1]. With 
large databases, it is a challenge to browse and retrieve efficiently the desirable in-
formation. The traditional annotation heavily relies on manual labor to label images 
with keywords, which unfortunately can hardly describe the diversity and ambiguity 
for image contents [2].  

The Content-Based Image Retrieval (CBIR) system is a useful tool to resolve the 
above mentioned problem. The typical CBIR system performs two major tasks, the 
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first one is the feature extraction, where a set of features is extracted to describe the 
content of each image in the database; and the second task is the similarity measure-
ment between the query image and each image in the database, using the extracted 
features [3]. Generally the CBIR is performed using some low-level visual descriptors 
such as color-based, texture-based and shape-based descriptors, which extract feature 
vectors from the images.  

There are many methods which combine more than one visual descriptor [2-6], 
improving the image retrieval effectiveness. In [2], authors combine Linear Block 
Algorithm (LBA) for the global color feature extraction, Steerable Filter for the tex-
ture features extraction and Pseudo-Zernike Moments for extraction of the shape fea-
tures which are rotation invariant. Authors of [3] combine color and texture features, 
in which the color features are extracted using the Color Layout Descriptor (CLD) 
and the texture features are obtained using the Gabor Filters. Another method that 
combines more than one visual descriptors is proposed in [6], in which the image is 
divided into six blocks then, the color space of each block is converted from RGB to 
HSV and a cumulative histogram is computed in order to obtain the color features, 
whereas to obtain the texture features of each block, four statistic features, such as 
energy, contrast, entropy and inverse difference from the Gray-Level Concurrence 
Matrix (GLCM), are computed.  

In this paper we propose a method that combines local and global color informa-
tion using the Dominant Color Correlogram Descriptor (DCCD) [7] and local shape 
information using the Pyramid Histogram of Oriented Gradients (PHOG) [8]. The 
proposed scheme is performed through three stages: In the first stage, the algorithm 
obtains global color features using the Dominant Color Descriptor (DCD) proposed 
by MPEG-7 [9, 10] as well as the shape information using the PHOG [10]. In the 
second stage, using color correlogram the correlation between central pixel and its 
neighborhood is calculated from the image represented by only dominant colors, and 
in the third stage, color and shape features are combined in order to obtain a new vis-
ual descriptor which improves the image retrieval performance. In order to evaluate 
the proposed visual descriptor, we use three metrics commonly used in the CBIR 
systems, such as ARP (Average Retrieval Precision), ARR (Average Retrieval Rank) 
and ANMRR (Average Normalized Retrieval Rank), as well as RP-curves. The per-
formance of our proposed scheme is compared with some methods reported in the 
literature and the results show that the proposed visual descriptor improves the image 
retrieval performance. 

The rest of this paper is organized as follows: In Section 2 we briefly describe 
some color-based descriptors commonly used in the literature. In Section 3, we briefly 
describe some shape-based descriptors reported in the literature. In Section 4, we 
present the proposed scheme. The results are shown in Section 5 and finally in Sec-
tion 6 we present the conclusions of this work. 

2 Color-Based Descriptors 

Color is the basic element of image content and one of the main sensation features 
when a human distinguish images [9]. From the perspective of feature extraction,  
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color-based image descriptor can be divided into two categories [12]: Global descrip-
tor which takes into account the whole image in order to obtain the color features. In 
this group we have Histogram Intersection (HI) and Dominant Color Descriptor 
(DCD). On the other hand we have the local descriptors such as Color Correlogram 
(CC), Color Layout Descriptor (CLD) and Color Structure Descriptor (CSD), which 
obtain the color features by dividing the image into regions. 

The Histogram Intersection (HI) was proposed by Swain Ballard [13]. This method 
is a global color descriptor and it is defined as: Given a pair of color histograms, I and 
M, with n bins each one, HI can be computed as: 

,ܫሺܫܪ  ሻܯ ൌ ∑ min ൫ܫ, ൯ୀଵܯ  (1) 

This method is robust to geometrical modification, such as rotation and scaling, as 
well as the variation of the image resolution [14]. The number of bins is an important 
factor, because the more bins are used, the image is better described but, the computa-
tional cost is increased. Another global color descriptor is the DCD, which was pro-
posed in the MPEG-7 standard. This color descriptor replaces the whole image color 
information with a small number of representative colors [9]. The Dominant Color 
Descriptor can be defined as follows: 

ܨ  ൌ ሼܥ, ܲሽ, ݅ ൌ 1,2, … , ܰ, ܲ א ሾ0,1ሿ, (2) 

where ܲ  is the percentage of the dominant color ܥ.  
The color correlogram (CC) is a local color descriptor which expresses how the 

spatial correlation of pairs of color changes with the distance [15] and it is defined as: 

For any pixel of color ܿ in the image, the color correlogram (ߛೕሺሻ ) gives the proba-

bility that a pixel at distance ݇ away from the given pixel ci has a color ܿ.The Color 
Layout Descriptor (CLD) is a compact descriptor which represents the color spatial 
distribution of visual data [16], where the color space used in this descriptor is the 
YCbCr. The extraction of this descriptor consists of four stages. In the first one the 
image is partitioned into 64 blocks where the size of each block is W/8 and H/8 with 
W and H denoting the width and height of the image. In the second stage, for each 
block, a single dominant color is selected, then in the third stage the three components 
of the color space are transformed into 8x8 DCT (Discrete Cosine Transform). And 
finally in the fourth stage, the DCT coefficients of Y, Cb and Cr color channel are 
quantized and their lower coefficients are extracted to form the CLD. Another local 
color descriptor is the Color Structure Descriptor, which was also proposed in the 
MPEG-7 standard. In which an image is represented by the color distribution, and the 
local spatial structure of color using structuring element. It is similar to color histo-
gram but it is semantically different. The CSD is defined as ݄ሺ݉ሻ, ݉ ൌ 1, … , ܯ , 
where the bin value ݄ሺ݉ሻ is the number of structuring elements containing one or 
more pixels with color ܿ. Denote I be the set of quantized index of an image and ܵ א  be the set of quantized color index existing inside the sub-image region covered ܫ
by the structuring element [17], the color histogram bins are accumulated according to 

 ݄ሺ݉ሻ ൌ ݄ሺ݉ሻ  1, ݉ א ܵ (3) 
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3 Shape-Based Descriptor 

Shape feature is an important factor in order to identify objects as well as classifica-
tion and indexing of the context semantically. In this section, three shape-based de-
scriptors, which are Pseudo-Zernike Moments (PZM), Polar Harmonic Transform 
(PHT) and Pyramid Histogram of Oriented Gradients (PHOG), are described. 

3.1 Pseudo-Zernike Moment (PZM) 

The PZM consists of a set of complex polynomials that form a complete orthogonal 
set over the interior of the unit circle, ݔଶ  ଶݕ  1 [2]. These polynomials are de-
noted as 

 ܸሺݔ, ሻݕ ൌ ܸሺߩ, ሻߠ ൌ ܴሺߩሻ݁ఏ , (4) 

where ߩ ൌ ඥݔଶ  ,ݔଶ is the distance from the origin to the pixel ሺݕ  is an ߠ ሻ andݕ
angle between vector ߩ and the ݔ-axis in the clockwise direction. The radial poly-
nomial ܴሺߩሻ is defined as: 

 ܴሺߩሻ ൌ ∑ ሺିଵሻೞሾሺଶାଵି௦ሻ!ሿఘషೞ௦!ሺି||ି௦ሻ!ሺା||ି௦ሻ!ି||௦ୀ  (5) 

The PZM of order ݊ with repetition ݉ is defined as: 

ܣ  ൌ ାଵగ  ݂ሺݔ, ሻݕ ܸכ ሺݔ, ௫మା௬మஸଵ ݕ݀ݔሻ݀ݕ  (6) 

For a digital image of size MxN, its PZM can be computed as: 

ሙܣ  ൌ ସሺାଵሻగெே ∑ ∑ ܸכ ሺݔ, ,ݔሻ݂ሺݕ ሻேୀଵெୀଵݕ  (7) 

where ∆ݔ ൌ ଶெ , ݕ∆ ൌ ଶே 

The integer numbers ݊ and ݉ are defined in Table 1. A numerical instability, 
when high-order PZMs is required, is a serious problem of the PZM, due to the 
amount of factorial elements in the radial polynomial.  

Table 1. Principal Pseudo-Zernike Moments 

Order Moments  No. Moments Order Moments   No. Moments 

,,ସܣ  1 4ܣ 0 ,ସଶܣ  ସସ 3ܣ

,ହଵܣ ଵଵ 1 5ܣ 1 ,ହଷܣ  ହହ 3ܣ

,ଶܣ 2 ,ܣ ଶଶ 2 6ܣ ,ଶܣ ,ସܣ   4ܣ

,ଷଵܣ 3     ଷଷ 2ܣ
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3.2 Polar Harmonic Transform (PHT) 

The Polar Complex Exponential Transform (PCET) [18] is one of the PHT, which is 
defined as (8), when the order is ݊ and the repetition is ݈, |݊| ൌ |݈| ൌ 0,1, … , ∞. 

ܯ  ൌ ଵగ   ሾܪሺݎ, ,ݎሺ݂כሻሿߠ ଵଶగߠ݀ݎ݀ݎሻߠ  (8) 

where  

,ݎሺܪ  ሻߠ ൌ ܴሺݎሻ݁ఏ  (9) 

The radial kernel is a complex exponential in the radial direction, that is 

 ܴሺݎሻ ൌ ݁ଶగమ
 (10) 

For a digital image of size MxN, the PCET can be computed as: 

ܯ     ൌ ଵగ ∑ ∑ ሾܪᇱ ሺݔ, ,ݔԢሺ݂כሻሿݕ ேିଵୀெିଵୀݕ∆ݔ∆ሻݕ  (11) 

where ∆ݔ ൌ ଶெ , ݕ∆ ൌ ଶே, we finally obtain: 

ܯ     ൌ ସగெே ∑ ∑ ሾܪᇱ ሺݔ, ,ݔԢሺ݂כሻሿݕ ሻேିଵୀெିଵୀݕ  (12) 

3.3 Pyramidal Histogram of Oriented Gradients (PHOG) 

The Pyramidal Histogram of Oriented Gradients (PHOG) is a spatial shape descriptor 
which represents the spatial distribution of edges and it is formulated as a vector re-
presentation [8]. The operation of PHOG consists of the following four steps. 

1. Edge contour extraction: The contour of input image can be extracted using the 
Canny edge detector. 

2. Cell division: The edge detected binary image is divided into cells at several pyra-
mid levels.  For example, in the first pyramid level, the edge image is divided into 
2×2 cells and in the second pyramid level, each cell furthermore is divided into 
2×2 sub-cells. The cell division is repeated until desirable resolution levels of py-
ramid. 

3. HOG calculation: The Histogram of Oriented Gradients (HOG) of each cell is cal-
culated at each pyramid resolution level. The HOG of each cell in the same pyra-
mid level is concatenated to form a vector. 

4. PHOG extraction: The final PHOG is a concatenation of all HOG vectors generates 
in all pyramid levels. 
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Fig. 1. Block diagram of the proposed scheme 

4 Proposed Visual Descriptor 

In this paper we propose a new visual descriptor which is a combination of the global 
and local color information based on the DCCD and the shape feature based on the 
PHOG. The block diagram of the proposed method is shown in fig. 1. 

4.1 Global Color Information Extraction 

In this paper we selected the HSV (Hue, Saturation, Value) color space because it is 
similar in the manner that human distinguish the colors [7].  In order to reduce com-
putational cost, the quantization in the HSV color space is performed using a non-
linear quantization, which is given by 
 

ܪ                     ൌ
ەۖۖ
۔ۖۖ
ۓۖۖ א       ݄ ݂݅ 0 ሾ316,20ሻ     1 ݂݅ ݄       א ሾ20,40ሻ       2 ݂݅ ݄        א ሾ40,75ሻ        3 ݂݅ ݄        א ሾ75,155ሻ     4 ݂݅ ݄        א ሾ155,190ሻ  5 ݂݅ ݄       א ሾ190,270ሻ6 ݂݅ ݄       א ሾ270,295ሻ7 ݂݅ ݄       א ሾ295,316ሻ

    (13) 
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 ܵ ൌ ൞0 ݂݅ א ݏ ሾ0,0.2ሿ    1 ݂݅ א ݏ ሺ0.2,0.7ሿ2 ݂݅ א ݏ ሺ0.7, ሿ      , ܸ ൌ ൞0 ݂݅ א ݒ ሾ0,0.2ሿ   1 ݂݅ א ݒ ሺ0.2,0.7ሿ2 ݂݅ א ݒ ሺ0.7, ሿ      (14) 

The three quantized components are then combined into one matrix: 

ܥ  ൌ 9 ൈ ܪ  3 ൈ ܵ  ܸ (15) 

As a result, it is obtained a matrix with only 8x3x3=72 colors. From the matrix calcu-
lated in (15) the dominant colors are extracted using the DCD operation [9,10]. 

4.2 Local Color Information and Shape Extraction 

The color correlogram is computed using the structuring element of 3x3 pixels which 
scans the image, calculating the correlation between the central pixel and its neigh-
borhood at a distance k=1. Thus, the proposed scheme gives spatial information. The 
color correlogram can be computed as: 

ሻܫሺ ݅ܿ݅ܿߛ   ݅ܿܫא1ݎܲ ݅ܿܫא2, ሾ2 א 1ห|݅ܿܫ െ 2ห ൌ 1ሿ (16) 

where ܿ is i-th color and ଵ and ଶ are any two pixels in the input image I. 
In the proposed scheme, we used auto-color correlogram, in which two pixels have 

the same the color. As a result we obtain a color-based descriptor called the Dominant 
Color Correlogram Descriptor (DCCD) and is defined as: 

ܦܥܥܦ  ൌ ሼܥ,  ሽ (17)ܥܥ

where ܥܥ is the color auto-correlogram of the i-th dominant color ܥ. 
The shape feature extraction is done using the PHOG descriptor mentioned in 3.3, 

in which we used 3 pyramid levels and 8 bins for computing the HOG in each level. 

4.3 Combination of Features 

In the literature there are many manners to combine more than one visual feature, in 
this paper we used the linear combination method used in [16], which is as follows. 

ܥ݊  ൌ ୫ୟ୶ ሺሻ, ݊ܵ ൌ ௌ୫ୟ୶ ሺௌሻ (18) 

 ܳ ൌ ߱݊ܵ  ሺ1 െ ߱ሻ݊(19) ܥ 

where ܥ and ܵ are color and shape distances between the query and dataset image, 
respectively. Firstly the two distances are normalized by (18) and combined lineally 
by (19) to obtain the similarity Q, where ߱ is the weight of a particular visual fea-
ture. If this similarity is smaller, two images are considered as more similar. 
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Table 2. Performance of color-based descriptors using dataset 1 

Method ANMRR ARR ARP 

α=2 α=1 α=1 α=0.5 α=0.25 

CC 

[15] 

0.3126 0.7577 0.5923 0.5923 0.7846 0.8923 

HI 

[13] 

0.2507 0.8115 0.6269 0.6269 0.7923 0.9077 

DCD 

[9] 

0.2576 0.8154 0.6154 0.6154 0.7846 0.8615 

LBA 

[2,10] 

0.3579 0.6808 0.5642 0.5642 0.7154 0.8154 

CLD 

[3,16, 21] 

0.3358 0.7385 0.5731 0.5731 0.7154 0.8000 

CSD 

[17] 

0.3145 0.7538 0.5846 0.5846 0.7538 0.8769 

DCCD 

[7] 

0.2266 0.8231 0.6808 0.6808 0.8538 0.9231 

 

Table 3. Performance of color-based descriptors using dataset 2 

Method ANMRR ARR ARP 

α=2 α=1 α=1 α=0.5 α=0.25 

CC 

[15] 

0.3228 0.7200 0.5870 0.5870 0.7620 0.8880 

HI 

[13] 

0.3174 0.7610 0.5760 0.5760 0.7380 0.8640 

DCD 

[9] 

0.3384 0.7420 0.5590 0.5590 0.6920 0.8480 

LBA 

[2,10] 

0.3478 0.7320 0.5500 0.5500 0.7040 0.8000 

CLD 

[3,16, 21] 

0.3194 0.7620 0.5740 0.5740 0.7280 0.8360 

CSD 

[17] 

0.4431 0.6190 0.4630 0.4630 0.6200 0.7680 

DCCD 

[7] 

0.3086 0.7590 0.5960 0.5960 0.7560 0.8840 
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5 Experimental R
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Table 4. Perfo

Method ANMRR 

α
PZM  

[2] 

0.7177 0

PCET  

[18] 

0.7212 0

PCT  

[18] 

0.7066 0

PHOG  

[8] 

0.5825 0
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0.3554 0.2423 0.2423 0.2538 0.3692 

0.4462 0.3538 0.3538 0.4692 0.6308 
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the PHOG shape-based descriptor in this paper. We u
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Table 5. Combination of two feature vectors with different weght ω using dataset 1 

Method ANMRR ARR ARP 

α=2 α=1 α=1 α=0.5 α=0.25 

Q 

ω=0.8 

0.3933 0.6385 0.5077 0.5077 0.7000 0.8000 

Q 

ω=0.5 

0.2364 0.8077 0.6769 0.6769 0.8154 0.9231 

Q 

ω=0.3 

0.2150 0.8309 0.6846 0.6846 0.8615 0.9538 

 

Conca-

tenation 

 

0.2227 0.8231 0.6808 0.6808 0.8538 0.9385 

 
The table 5 shows that using weight ߱ ൌ 0.3, the performance of image retrieval 

task is better, which means the contribution of color feature is more important than 
the shape feature in the CBIR.  As we mentioned before, the proposed scheme com-
bines color and shape features based on the DCCD and the PHOG using the combina-
tion method given by (19) to obtain the similarity Q. We compared the proposed 
scheme with the method proposed in [2], which combines color, texture and shape 
features, using the dataset 1 and dataset 2. In the evaluation, we employed three me-
trics commonly used in the CBIR, such as Average Normalized Retrieval Rank 
(ANMRR), Average Retrieval Rate (ARR) and Average Retrieval Precision (ARP) 
[7, 14]. The number of queries must be at least 1% of the dataset size [12]. For dataset 
1, we used 13 queries for evaluation equivalent to the 2.6% and for dataset 2 we used 
20 queries equivalent to the 2% of the dataset size. The comparison results between 
the proposed scheme and [2] are shown in table 6. 

Table 6. Comparison with the previous method [2] 

dataset 1 

Method ANMRR ARR ARP 

  α=2 α=1 α=1 α=0.5 α=0.25 

[2] 0.3425 0.7308 0.5346 0.5346 0.7308 0.8615 

Proposed 0.2150 0.8309 0.6846 0.6846 0.8615 0.9538 

dataset 2 

[2] 0.3672 0.6750 0.5420 0.5420 0.7020 0.8400 

Proposed 0.2698 0.7800 0.6550 0.6550 0.8120 0.9320 

 
Using Corel Dataset 1k, we compare the proposed algorithm with the algorithms 

proposed in [3-6]. The evaluation method used here is the same one used in [3], in 
which 80 queries are used corresponding to the 8% of the dataset size. The query 
images are the same used in [3] and the number of retrieved images to compute the  
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Average Precision (AP) is the same as well. The results are shown in table 7. From 
the table, we can conclude the proposed method globally outperforms four previously 
proposed methods [3-6].   

Table 7. Comparison with several methods [3-6] 

Class name  [3]  [4]  [5]  [6] Proposed 

Tribe 54 % 44.1% 32.3% 41% 61% 

Beach 38% 30.6% 61.2% 32% 46.6% 

Buildings 40% 38.2% 39.2% 37% 41.09% 

Buses 64% 67.6% 39.5% 66% 62.93% 

Dinosaurs 96% 97.2% 99.6% 43% 93.52% 

Elephants 62% 33.8% 55.7% 39% 41.78% 

Roses 68% 88.8% 89.3% 87% 77.51% 

Horses 75% 63.2% 65.2% 35% 77.35% 

Mountains 45% 31.3% 56.8% 34% 42.79% 

Food 53% 34.9% 44.1% 31% 68.59% 

Average 59.5% 52.97% 58.29% 44.5% 61.26% 

6 Conclusions 

In this paper we proposed a scheme which combines color and shape features for the 
content-based image retrieval (CBIR) task. The proposed scheme extracts both global 
and local color information using the DCCD and the shape feature based on boundary 
information of objects using the PHOG. Two features are combined by weighted li-
near combination. We set a greater color-weight because the color feature provides 
the most distinguishable information compared with the shape features. The compari-
son of the proposed algorithm with four previously proposed algorithms, which com-
bine more than one visual descriptor, shows the better performance of the proposed 
algorithm. 

Acknowledgements. We thanks to the National Council of Science and Technology 
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the financial support during the realization of this research. 
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