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1 Scalable Summarization

1.1 Introduction

Video documentaries are one way to capture the cultural heritage of a country and they can be used for the preservation and dissemination of the culture. However, large volumes of such content as well as their large duration enhance the necessity of developing a fast, easy and multidimensional access to them. Video summarization is a compact representation of video content, which provides access to most relevant information based on similarities.

Due to the importance of the problem of browsing and retrieving information in large data, several video summarization approaches have been proposed \[1, 5, 27\] and a specific task of TRECVID campaign such as rushes summarization was run. Despite the fact that numerous solutions have been proposed for this task, it still remains open, as very much application dependent and the most recent works \[21\] witness of the importance of this problem in multimedia research. Summarization is usually done by grouping similar video segments on the basis of continuous audio channel \[33\]. Generally speaking video summarization approach can be inspired by data analysis techniques such as clustering or supervised learning, etc.

It is crucial to incorporate the video summarization approaches into large scale multimedia applications. However, the strong requirements of those applications in terms of scale, time response and high dimensional information make the scalability a very challenging problem.

The scalability can be seen as the ability of proposed approach to generalize on a large scale of data. Another interpretation comes from multi-view data representation and means that the data can be described in a coarse-to-fine manner, this is how we understand the scalable video summarization. A scalable video summary allows navigating in abstracted video content in a progressive manner according to the user request.

The main contribution of this work is to provide a scalable video summarization in terms of media content. This approach is inspired by hypercube On Line Analytical Processing (OLAP) operations \[23\]. The idea is borrowed from hierarchical information retrieval frameworks, which have become particularly popular in Multimedia archives \[2\]. The hypercube concept has been proposed to facilitate user’s navigation through multidimensional space where each move corresponds to a query using some combination of the dimensions. In this work we consider different descriptors and embed them into consensus clustering framework which allows hypercube partitioning in multimodal audio-visual description space. To test this approach a sample of the French National Audiovisual Institute (INA) cultural video corpus was used. To evaluate the performance of this method, precision and recall measures are considered. The evaluation consists of the comparison between human detection of segment boundaries (manual annotation) and the automatic visual summary obtained by the proposed method.

This paper extends former work by R. Perez-Daniel et al. \[52\] with the introduction of motion features in the cross-modal feature space, the enrichment of the corpus by 4 new videos, and the use of a complementary evaluation methodology based on reference summaries annotated by several human annotators.

1.2 Visual summaries in a cross-media space

Summarization of documentaries and other cultural programs is a challenging issue because of the absence of shot production rules. Besides, the duration, the content as well as the presentation vary a lot over each documentary. Another important aspect to consider is that the nature of a documentary does not imply several repeats of the same scene. However, frequently a documentary contains similar video content along the time and this characteristic has to be considered to build the video summary. For this reason we propose to take advantage of the multiple times that similar video content can

\[http://www.ina.fr\]
be found in a documentary to propose a scalable video summarization approach, where each scale (level of detail) shares some attributes, with the selected keyframe of the video summary displayed allowing user’s navigation in the video document.

To achieve the scalable video summarization, we follow the methodology illustrated in Figure 1, which mainly consists of two stages: video summarization and scalability.

![Figure 1: Proposed architecture for scalable video summarization](image)

In the scope of this paper, the summary aimed for a video document is a compact representation consisting of a sequence of keyframes. It can be displayed as a storyboard or as a skimmed video clip. The summarization approach we propose consists of dividing the whole video into contiguous and homogeneous audio-visual segments, which are not obviously video shots: they can be longer or shorter than them.

We assume that the documentary-like nature of the videos we consider implies low redundancy in their perceptual content over time. As a consequence, we do not exploit possible similarities between the audio segments for the summarization, where a keyframe relates to a unique segment and not a class of segments.

The approach we consider for video segmentation uses the consensus clustering paradigm (see the Consensus block of Figure 1), in which it is possible to merge different clusterings performed over different dimensions of the description space.

Our goal is to ensure a scalable navigation in a video summary. Hence, to model a video document in a cross-media description space we use the OLAP hypercube model [23]. It allows navigating into the clusters obtained by consensus clustering according to the preferences of the user. We materialize this by the drill down block in Figure 1.

The following subsections present the other blocks depicted in Figure 1, which are related to feature extraction, segment detection and video summary construction.
1.2.1 Cross-media feature space

The data cube approach allows different combinations of features in the early fusion paradigm, often considered within multimedia document processing [5]. It is therefore necessary to express all the features, extracted from different modalities with different sampling periods, according to a similar temporal scale. To keep a high resolution for every feature, we consider the temporal scale associated to the lowest sampling period encountered (see section 1.2.1). The missing coefficients are obtained using linear interpolation.

Visual Features. To describe visual information we limit ourselves to global frame descriptors. For the color, we use the well-known MPEG7 features such as Color Structure Descriptor (CSD) [67] and Scalable Color Descriptor (SCD) [41]. CSD has presented effectiveness in image retrieval based on color [67] and in shot boundary detection [4], while SCD is more sensible to color variations. CSD captures the distribution of colors in the image as well as the local spatial structure of colors. Here we have considered 64 quantization levels in HMMD color space to get a 64-dimensional vector. The second color descriptor SCD, is a histogram computed in HSV color space and then encoded by Haar transform coefficients. In this work we use 128 bins.

To describe the shape and texture in video frames we use the Pyramid of Histogram of Oriented Gradients (PHOG) [4] which has been proven to be efficient in recognition of global shape of objects and human actions. It represents a pyramid of blocks with the histogram of oriented gradients; we use two levels of it [11]. The dimension of this feature is 100. All visual features are computed at the frame rate of 1 fps.

We also consider motion features extracted from dense trajectories proposed by Wang et al. [63]. Their extraction consists of a classical bag of features approach learnt on feature vectors concatenating the Histogram of Oriented Gradients (HOG) of size 96, the Histogram of Optical Flow (HOF) of size 108 and the Motion Boundary Histogram (MBH, which is the gradient of optical flow) of size 96 for the x and y axis, calculated on every trajectory of every frame of the video with 25 frames per second. We consider a number of 500 motion words for computational reasons. Thus, we obtain a feature vector (histogram of size 500) per video frame.

Audio Features. We consider descriptions of the audio stream through Mel-Frequency Cepstral Coefficients (MFCCs) and Chroma vectors. MFCCs provide a rough description of the spectral envelope of the signal considered. Their computation relies on the discrete cosine transform of the signal’s log-power spectrum, previously filtered by bandpass filters regularly spaced according to the Mel scale. The Mel scale models the logarithmic behavior of the human ear to audio stimuli. The lower MFCCs are often considered as a way to describe its overall timbre [63]. A Chroma vector is a set of coefficients which quantizes the energy associated to the twelve semi-tones of the chromatic scale in western music theory [4].

We describe the audio track through a sequence of vectors of Mel-Frequency Cepstral Coefficients (MFCCs) and Chroma vectors. MFCCs provide a rough description of the spectral envelope of the signal considered. Their computation relies on the discrete cosine transform of the signal’s log-power spectrum, previously filtered by bandpass filters regularly spaced according to the Mel scale. The Mel scale models the logarithmic behavior of the human ear to audio stimuli. The lower MFCCs are often considered as a way to describe its overall timbre [63]. A Chroma vector is a set of coefficients which quantizes the energy associated to the twelve semi-tones of the chromatic scale in western music theory [4].

We describe the audio track through a sequence of vectors of Mel-Frequency Cepstral Coefficients (MFCCs). We extract a set of MFCCs from the temporal windows of size T centered on every multiple of T.

In this work, 13 MFCCs (including 0th order) and Chroma vectors of dimension 12 are regularly extracted from the audio using the Yaaf toolbox [31], with hop size of 2048 and 8192 points respectively, and an analysis window size of 4096 in the case of MFCCs. The set of values x of each feature in time is then normalized by linear mapping.

Audio features are computed at higher frequency than video frame rate, therefore in this paper

---

1 These features are extracted using the MPEG-7 Feature Extraction Library proposed by Bilkent University Multimedia Database Group, available at [http://cs.bilkent.edu.tr/~bilvideo-7/Software.html](http://cs.bilkent.edu.tr/~bilvideo-7/Software.html).
2 PHOG descriptors are computed thanks to the MATLAB script by Anna Bosch and Andrew Zisserman available at [http://www.robots.ox.ac.uk/~vgg/research/caltech/phog.html](http://www.robots.ox.ac.uk/~vgg/research/caltech/phog.html).
3 The extraction of HOG, HOF, MBH and the implementation of bag of words approach are realized using the Dense Trajectories Video Description Toolbox by Wang et al., available at [http://lear.inrialpes.fr/people/wang/dense_trajectories](http://lear.inrialpes.fr/people/wang/dense_trajectories).
4 The analysis window size is set automatically by the toolbox in the case of the Chroma vectors. The other parameters for the extraction of MFCC and Chroma vectors are set as the default ones in Yaaf.
we use the sampling rate of MFCC descriptor to generate the audio-visual description of the video by the linear interpolation of both audio and visual features.

1.2.2 Segment detection and video summary construction

In this work, we consider a video summary as a sequence of keyframes where each keyframe represents a segment of the video. A segment is defined by two time instants, and a video is entirely covered by all its segments. Each segment can be partitioned on user request to access summaries with finer levels of detail, thus ensuring the scalability property. This approach can be formalized with the data cube OLAP model.

In general terms, data cube structure \( \mathcal{C} \) consists of several dimensions, where each dimension represents some attribute in the database, which is represented by a measure. In our case dimensions are given by the proposed descriptor spaces, while measures are given by the clustering of them.

Data cube offers flexibility for navigation into the data by displaying a summary at different levels of granularity. To reach this goal, data cube considers several OLAP operations such as slice, dice, roll up and drill down. We focus on the latter operation which implies the data summarization by climbing down hierarchically into the data. Hence in a data cube model, we need to define the clustering in a complete description space and then define it accordingly to particular dimensions. We formalize the high level clustering in a complete space as a segment detection and present it below.

A segment is a collection of data points that are close in the description space and contiguous in time. The segments of a video are obtained by applying successively a \( K \)-means clustering on the feature space, then a density clustering in the temporal space. As the number of clusters \( K \) required by the \( K \)-Means algorithm is unknown, we propose to assimilate it to the target number of segments of the video summary. We therefore express \( K \) as a function of a target summary duration \( T_{\text{summary}} \), where:

\[
T_{\text{summary}} = \frac{T_{\text{video}} \times \rho}{100} \tag{1}
\]

\( T_{\text{video}} \) is the duration of the video document in seconds and \( \rho \) is the expected percentage of the summary w.r.t. the duration of the overall video document. Thus, the target number of segments is calculated as follows:

\[
K = \frac{T_{\text{summary}}}{T_{\text{seg}}} \tag{2}
\]

where \( T_{\text{seg}} \) is the average duration per segment in the current category \( q \) of video, obtained from the reference annotations.

\( K \)-means offers the data partitioning according to feature similarity and often similar frames can be found in different segments along the video, which indeed can be chronologically distanced.

In pioneering works by Yeung et al. [Yeung et al., 2007] and Benois-Pineau et al. [Benois-Pineau et al., 2008] on visual scene segmentation, such a problem was solved by combining distances on visual features and time respectively. In the present work we aim to obtain a strict temporal connectivity of segments, using a density-based clustering on temporal similarity as a post-processing stage. The density connectivity between the members of a set \( S = \{s_1, s_2, ..., s_N\} \) is given by the timestamp of each member.

Let \( \{S_1, S_2, ..., S_K\} \) be a set of clusters obtained by \( K \)-means in the complete description space, where \( S_k = \{s_{1k}, s_{2k}, ..., s_{nk}\}, k \in \{1, 2, ..., K\} \) and considering that \( s_{jk} \) exists at the time instant \( t_{sjk} \), \( j \in \{1, 2, ..., n_k\} \), such that \( S_k = \{t_{s1}, t_{s2}, ..., t_{sn}\} \).

Then, the member \( t_{s(j+1)} \notin S_k \) iff \( t_{s(j+1)k} > (t_{sjk} + \tau) \). Thus, in that case, a new subset \( \hat{S} \) emerges, where \( \tau \) is a temporal distance threshold (set to the highest sampling period), otherwise, the member \( t_{s(j+1)} \in S_k \). Therefore, considering the temporal distance, now the set of partitions is given by \( \hat{S} = \{\hat{S}_1, \hat{S}_2, ..., \hat{S}_Q\} \).
Finally the set of partitions $\{\mathcal{S}_1, \mathcal{S}_2, \ldots, \mathcal{S}_Q\}$ is chronologically sorted to represent the chronological occurrence of each segment as $\mathcal{S}_p$.

1.3 Scalable video summary navigation based on data cube and consensus clustering

Scalable video summary in terms of content description refers to the multidimensional access to different feature spaces. Scalability makes it possible to navigate in the video summary to get detailed information about the selected segment, over the selected feature space.

Consensus clustering is the process of merging multiple clusterings performed on the same dataset with different parameters [19]. In the case of our cross-modal description space, we propose to build several partitions of the same dataset, which is one video document. The process presented in section 1.2 is repeated on different subspaces of a complete description space yielding a pre-computed set of partitions of the same dataset. We propose the scalable navigation in the dataset using less consensual partitions of clusters. We introduce this formally in the following.

Let us define a video $V$ as a finite dataset of cardinality $V = m$, which is described by $\eta$ feature spaces. From the clustering of each feature space we can get a set $\nu$ of $\eta$ set partitions $\phi$ such that $\nu = \{\phi_1, \phi_2, \ldots, \phi_\eta\}$, where $\phi_i$ is a set partition of the $i$-th feature space.

Agreements and disagreements between two partitions $\phi_i$ and $\phi_j$ of $\nu$ can be calculated by considering all pairs of elements in $\phi_i$ and $\phi_j$, where an agreement is given by $a_{ij} = \{\text{pairs that are co-clustered in } \phi_i \text{ and } \phi_j\}$ and $a_{ij} = \{\text{pairs that are neither co-clustered in } \phi_i \text{ nor } \phi_j\}$, while a disagreement is given by $b_{ij} = \{\text{pairs that are co-clustered in } \phi_i \text{ but not in } \phi_j\}$ and $b_{ij} = \{\text{pairs that are co-clustered in } \phi_j \text{ but not in } \phi_i\}$.

Symmetric distance difference (sdd) can be used to measure the distance $d$ between two partitions according to equation (3):

$$
d(\phi_i, \phi_j) = b_{ij1} + b_{ij2} = \binom{m}{2} - (a_{ij1} + a_{ij2})
$$

where $\binom{m}{2}$ are the pairs of members of clusters. To compare the distance between partitions in the set of partitions $\{\phi_1, \phi_2, \ldots, \phi_\eta\}$, let us consider the sum of distances SD, defined as:

$$
SD = \sum_{i=1}^{\eta} d(\phi_i, \phi_j)
$$

where $\eta$ is the number of set partitions, $\phi_i$ is the current set partition and $\phi_j$ is a specified partition, where $\phi_j \in \nu$. Thus the most consensual set partition is given by the one with the minimum value of SD, while the least consensual one is defined by the set partition with the maximum value of SD.

Feature spaces with lower consensus are indeed, different views of the video summary but still they have some similar visual content. Hence, they can be used within the drill down of the data cube. It means a selection of a pre-computed partition of a cluster of interest in the less consensual subspace. An example is shown in Figure 2 where the three less consensual subspaces are considered. The dimensions of the data cube are A, B and C, where A, B, C are the three feature spaces with less consensus and the measures are clusters over dimensions, where the number of clusters is given by equation (2). The base cuboid is yielded by clustering over ABC. The cuboids of the first level are the clusters obtained by considering AB, AC and BC dimensions combinations respectively, while the cuboids of the second level are the clusters regarding each single feature.
In a scalable video summary paradigm (Figure 2), the user refines the current summary by selecting one of its keyframes with respect to a particular subspace of the cross-media feature space. He or she accesses the summary of the associated segment, i.e., a new sequence of keyframes. In practice, these keyframes are the median frames of the sub-segments obtained by the segmentation method described in section 1.2.2 according to the selected subspace.

1.4 Evaluation and discussion

In this section are presented the corpus and the metrics considered for evaluation of our approach. Then, the results are discussed regarding two basic baseline systems.

1.4.1 Corpus

The performances of the proposed method in terms of summarization quality were calculated on a sample of a corpus of video archives provided by the French National Audiovisual Institute INA. The whole corpus consists of a dataset of over 1250 French TV programs which includes documentaries, broadcast news, TV shows, musical comedies and dancing performances, among others. It is organized in 9 subsets of videos according to the keyword used for their retrieval within the INA browsing system. These keywords are mainly related to Mexican culture, due to the scope of the Mexculture project.

The sample of the INA corpus we consider for evaluation is a group of 18 videos listed in Table 1, covering the 9 subsets mentioned. This corresponds to a total of 12 hours, 27 minutes and 59 seconds of video. The average duration of a video is 41 minutes and 33 seconds.

The evaluation of a video summary is a difficult issue [36], as there’s not a unique “good” summary. As the annotation of a corpus is costly in terms of time and human workforce, two sets of ground truth annotation were produced. In the first one, A1, a single annotator produced a summary for the 18 videos of the corpus. In the second one noted A2, 6 annotators produced the annotation of 16 over the 18 videos. (The missing videos correspond to indexes 1 and 3 in Table 1). The datasets used by Li and Merialdo [37] were not considered in this work for copyright reasons.
Table 1: Subset of the INA corpus of french TV program archives.

<table>
<thead>
<tr>
<th>Index</th>
<th>Semantic class</th>
<th>name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Corrida</td>
<td>FPVDB03081308_VIS_01</td>
</tr>
<tr>
<td>2</td>
<td>Corrida</td>
<td>FPVDB06122105_VIS_01</td>
</tr>
<tr>
<td>3</td>
<td>Corrida</td>
<td>KPCAB890307_VIS_04</td>
</tr>
<tr>
<td>4</td>
<td>Corrida</td>
<td>MGAFE0130859-AM_VIS_01</td>
</tr>
<tr>
<td>5</td>
<td>Danse</td>
<td>MGCP0185354-AM_VIS_01</td>
</tr>
<tr>
<td>6</td>
<td>Danse</td>
<td>MGCP0185354-AM_VIS_02</td>
</tr>
<tr>
<td>7</td>
<td>Danse</td>
<td>MGCP0063313-AM_VIS_01</td>
</tr>
<tr>
<td>8</td>
<td>Danse</td>
<td>MGCPA0025472_VIS_01</td>
</tr>
<tr>
<td>9</td>
<td>Danse</td>
<td>KMCPC89081901_VIS_01</td>
</tr>
<tr>
<td>10</td>
<td>Danse</td>
<td>MGCP097939-AL_VIS_01</td>
</tr>
<tr>
<td>11</td>
<td>Danse_folklorique</td>
<td>FPVDB04032511_VIS_01</td>
</tr>
<tr>
<td>12</td>
<td>Mariachis</td>
<td>FMVDD092596-AFP_VIS_01</td>
</tr>
<tr>
<td>13</td>
<td>Mariachis</td>
<td>MGCP034156_VIS_01</td>
</tr>
<tr>
<td>14</td>
<td>Mexique_musique</td>
<td>MGAE460101B5601_VIS_01</td>
</tr>
<tr>
<td>15</td>
<td>Norteno</td>
<td>MGCP0105773-AK_VIS_01</td>
</tr>
<tr>
<td>16</td>
<td>Paysages_mexique</td>
<td>MGCPB0051203-AA_VIS_01</td>
</tr>
<tr>
<td>17</td>
<td>Site_archeologique_mexique</td>
<td>MGCP0284691_VIS_01</td>
</tr>
<tr>
<td>18</td>
<td>Thalassa</td>
<td>MGCAC0018014-BM_VIS_01</td>
</tr>
</tbody>
</table>

Figure 3: Thumbnails for the 18 videos of the corpus used for evaluation. The numbers correspond to the video indexes in Table 1.

1.4.2 Evaluation metrics

We first consider classic precision $P$ and recall $R$ measures. They are defined as:

$$ P = \frac{TP}{TP + FP} $$  \hspace{1cm} (5)
\[ R = \frac{TP}{TP + FN} \]  

\( TP \) is the number of true positives, and \( FN \) is the number of false positives. In the context of summary evaluation, we consider that a true positive is counted when a keyframe of the computed summary is contained within a segment of the ground truth, and is the first keyframe from the summary to be contained within this segment. If it is not the first keyframe occurring in this segment, it is counted as a false positive. \( FN \), the number of false negatives, is obtained by counting the number of segments from the ground truth which do not contain any keyframe from the computed summary.

The second set of metrics we consider correspond to Precision and Recall within the VERT framework\[36\]. They are inspired from evaluation protocols proposed in the text processing domain that take into account multiple ground truths. They are defined as follows. Let \( \{f^A_m\} \) be the sequence of \( M \) keyframes of the summary produced automatically, and let \( \{f^R_q\} \) be the sequence of \( N_q \) keyframes from the reference summary annotated by annotator \( q \). We note \( Q \) the number of annotators. We attribute to every frame of the video a particular weight that we store in vector \( W^A \) for the automatic summary, and \( W^R_q \) for the reference summary by the \( q \)th annotator. If the current frame \( f_i \) is a keyframe, \( 1 \leq i \leq I \) with \( I \) the number of frames of the current video, then its weight equals 1, otherwise its weight equals 0. We note \( W_{max} \) the vector containing the maximal weight associated to every frame by an annotator, so as \( W_{max}(f_i) = \max_q \{W^R_q(f_i)\} \). The VERT Precision and Recall metric are respectively defined as:

\[ P_{VERT} = \frac{\sum_{i=1}^{I} \min[W^A(f_i), W_{max}(f_i)]}{\sum_{i=1}^{m} W^A(f_i)} \]  

and

\[ R_{VERT} = \frac{\sum_{q=1}^{Q} \sum_{n=1}^{n_q} W^A(f^R_q)}{\sum_{q=1}^{Q} \sum_{n=1}^{n_q} W^R_q(f^R_q)} \]  

In this paper, \( R_{VERT} \) corresponds to the \( R_1 \) metric defined in\[36\]. \( R_2 \) metrics are left aside because of the assumed temporal independence of the keyframes of a summary. Besides, such definitions imply an exact match between the keyframes. As the location of the keyframe which represents a segment is arbitrary, we propose to incorporate a temporal tolerance within the calculation of \( P_{VERT} \) and \( R_{VERT} \). This is done through the modification of \( W^A \) and \( \{W^R_q\} \), by attributing a weight of 1 to the frames contained within a temporal window of length \( 2tol + 1 \) frames centered on every keyframe from the automatic and the \( q \)th reference summaries respectively. Parameter \( tol \) represents the half length of the tolerance window.

1.4.3 Evaluation

The scalable video summarization model relies on the idea that the refined version of the summary should contain more fine segmentation inside a cluster obtained in the data-cube computation in the complete space.

We propose to account for refinements of the summaries within the evaluation by considering the following process:

1. Select several keyframes of the summary.
2. drill down over the associated segments, i.e. produce the summary for the segment related to these keyframes.
3. Compare the refined summary (global summary with the keyframes from step 1. refined by the summaries produced in step 2.) to the reference summary.
To assess the scalable video summary, 10 segments of the early-fused segmentation were randomly selected to drill down over them. We assume that this number reflects the maximum number of clicks (or segment selections) a user would do to browse a single video before inspecting another one. $\rho$ is set to the typical value of 10%.

Figure 4: Precision (green bars) and recall (yellow bars) with and without drill down over ten randomly selected segments w.r.t. the reference summaries of $A_1$. Two additional segmentation processes are considered to position our approach. The average values of precision $P_{av}$ and recall $R_{av}$ over the videos are given for each case. Parameter $\rho$ is arbitrarily set to 10%.
Figures 4 and 5 show the performances of our approach ("Kmeans&DBSCAN"), with and without drill downs, for the set of annotations $A_1$ (with classical metrics $P$ and $R$) and $A_2$ (VERT metrics $P_{VERT}$ $R_{VERT}$) respectively. Parameter $\rho$ is arbitrarily set to 10%. To position our approach, two baseline summarization systems performing basic segmentations were considered: one segmenting the video randomly, and one segmenting the video in $K$ segments of equal length, with $K$ obtained according to equation 2.

Figure 4 shows that our method produces balanced values of precision and recall for most videos, whereas baseline systems give very high precision and very low recall. The drill down was realized for 10 segments from the segmentation based on early-fused features, which were sub-segmented according to one of the two features associated to the two less consensual clusterings, selected randomly. The number of clusters $K'$ used for the clustering of the segment selected for drill down is proportional to the length of the segment.

$$K' = \frac{K \times T_{seg}}{T_{video}}$$

with $T_{seg}$ the duration of the targeted segment.
One can observe that the drill down step does not affect significantly the results. In the case our approach, the average precision decreases a little when the average recall increases very slightly. Indeed, the drill down involves an increase in the number of keyframes selected for the summary, resulting in a highest probability that a keyframe is counted as a false negative.

Figure 5 shows the results of the VERT evaluation on \(A_2\) for four values of tolerance: 0, 1, 2 and 3, corresponding to an exact matching and tolerance windows of 3, 5 and 7 seconds respectively. Here again, we observe that values of \(P_{\text{VERT}}\) and \(R_{\text{VERT}}\) for our approach are close to the main diagonal, i.e. balanced. This is not the case for the two baselines, which perform poorly in terms of \(R_{\text{VERT}}\).

The crosses remain close to the circles, showing little effect due to the drill down even if it increases slightly the precision for several videos. These results show that the summaries obtained with our approach are more comparable to summaries annotated by humans than the ones obtained with the two baseline systems.

We tested the drill down operation for data cube navigating into the clusters of the less consensual feature spaces according to the selected keyframe. Due to pre-computed data cube construction, the data cube navigation by OLAP drill down operation to get the refined version of the summary is less than 1 second in a Intel Core 2 Duo 2.53 GHz processor with 4 GB of RAM.

1.5 Conclusion

In this paper, we have presented a method for construction of scalable video summaries of audiovisual documents based on data cube architecture. This approach provides a customized access to different versions of different levels of detail of a video summary in cross media space. The proposed video summary relies on nonconsensual feature spaces to achieve scalability. We have performed an evaluation of the proposed method with regard to video summaries obtained by a random selection of clusters and arbitrary abstraction with a constant time step and summaries obtained from humans. The method was applied to generic video content without a clearly defined structure, such as cultural documentaries. At this stage of research it is difficult to assess the completeness of the proposed summary with regard to user requirements. Indeed the user discovers the content via scalable browsing. Hence a very large-scale experiment is needed for such an assessment, which has to be conducted in trials following this research work.

In the perspective of this work we will consider richer description spaces, investigate the benefits of alternative and complementary clusterings in the subspace selection, work out the user navigation interface and perform experiments at a large scale.

As another direction for future work, we intend to investigate the partial materialization of the whole data cube. Indeed, the size of the latter may become too large due to the exponential number of cuboids. Each of which can be so large that a full materialization may become unfeasible in practice. The solution then would be to select just the most beneficial cuboids or levels depending on what we consider as beneficial. The remaining cuboids/levels will be computed online.

2 Scalable Action Detection and Retrieval

2.1 Introduction

Digitization of video archives is a conservation measure allowing to preserve historical and cultural video productions that mitigates the risk of loss due to the volatility of physical media. Digitization also creates the possibility of wide public access to such content permitting browsing, discovery and specific queries through Web interfaces. Human actions contain important information about the cultural content of video archives for research or educational use. Moreover, automatic detection of such actions has a wide range of applications in video surveillance, monitoring of patients and Human-Computer interaction. In this work we aim to perform retrieval of human actions in large digitized video archives.
Localization of human actions in video answers two questions important to a user: “does the action of interest occur in the video? if so then where and when?”. Thus the problem first involves a detection step: determining if the database contains any instances of the action that are similar to the query examples. Next, a localization step is needed: finding, in the video timeline, the bounds of the action example that separate it from non-relevant content. Detection and localization of human actions in videos is challenging because of the complexity and variability of human motions, but also because of the large amount of video data to be searched. It remains an open problem, despite intensive research during the past decade. In this work we are not only interested in action localization in short videos, but in building a system that achieves this in a reasonable time when the collection can contain hundreds of hours of video.

The definition of actions in general can be broad but three semantic levels are typically considered. An atomic action is simply a short coherent elementary movement such as “raise hands”, “lower hands” or “move leg”. At this level, research mainly focuses on modeling such actions as statistical processes \[24\] or as time series \[72\]. At the intermediate level, an action is composed of a series of atomic parts and can vary in complexity, e.g. from “smoking” to “pole vaulting”. Most of the recent research considers this level and the focus is on finding ways to aggregate atomic descriptions. Finally, at a higher semantic level, interest is in “events” that group actions into classes having high variability in terms of both atomic components and temporal organization (e.g. “making a sandwich” in the TRECVID MED challenge \[10\]). Complex background, variability in point of view, occlusions and low video quality pose a challenge for action detection in video.

We aim to perform action-based indexing of large scale cultural video databases in order to support broad access to such content. This paper is an extension of the short paper presented at the IEEE IWCIM 2014 workshop \[58\]. We focus on scalable retrieval and localization of intermediate level actions where the query is given as a set of action examples (the positive class). We make four contributions that distinguish our system from previous ones:

1. To take advantage of the temporal information, we represent actions as time series and compare them using the Global Alignment (GA) kernel,

2. To find a better balance between efficiency and effectiveness, we propose a cascaded approach that employs both aggregated and frame level information,

3. To improve time series comparisons with the GA kernel, we introduce a novel feature selection method for sparse multivariate time series,

4. We introduce a novel large scale localization data set that presents new challenges.

The system presented here is evaluated on MEXaction, a novel large scale cultural data set we created by annotating videos from the archives of the Institut National de l’Audiovisuel (France). The collection is described in Section 2.4.1. We compare our approach to state-of-the-art methods, both on the MEXaction data set and on existing benchmarks featuring actions that are similar to the ones we aim to find: Smoking and Drinking \[35\] and MSR Action II \[71\].

In Subsection 2.2 we discuss related work and briefly introduce the tools we employ: “tracklet” descriptors and the Global Alignment kernel. In Subsection 2.3 we describe our cascaded approach and in Subsection 2.4 we introduce the MEXaction data set and present the experimental validation of our system. We conclude and discuss the perspectives of this work in Subsection 2.5.

2.2 Related Work

Actions in video are modeled using either global descriptions of spatio-temporal volumes of the video or sets of local features describing spatio-temporal patches. With local features, modeling relies on their statistical distribution over a volume of the video.

\[^{6}\]http://research.microsoft.com/en-us/um/people/zliu/ActionRecoRsrc/
2.2.1 Holistic methods

Global (or “holistic”) methods usually aim to locate a human performing a certain action captured in video under controlled conditions. Either the action is described using a volumetric descriptor (2D+time) or the human silhouette is extracted and its shape described by a parametric model [7].

Laptev and Pérez [35] proposed a sliding volume approach for action detection and localization in both space and time with SVM classifiers. Videos are described by discretized orientation histograms of dense optical flow extracted from each volume. Detection is based on a boosted cascaded approach using the framework of Viola and Jones [61]. Furthermore, the authors first filter the video using still-image based object detectors trained to produce candidate video sequences for the motion-based classifiers. Yeo et al. [65] compare the motion field of query clips to target video volumes to localize actions in space and time. The motion is estimated using compressed domain information in order to speed up single example queries for simple actions.

The use of Motion History Images (MHI), a global image-based method relying on silhouettes, [12], remains a popular approach. In an MHI a pixel is assigned a value representing the temporal history of the motion at its spatial coordinates. Action recognition is performed with a nearest neighbor classifier using the Mahalanobis distance between the moments of the example and query MHIs. More recently, Tian et al. [59] combine MHI and local features to localize actions on the MSR Action II data set.

Volumetric methods are particularly useful for precise spatio-temporal localization but expensive when used at a large scale. Moreover, invariance to action length requires testing video volumes of different lengths, slowing down the system.

2.2.2 Local feature statistics

Methods based on local features recognize actions through the statistics of sets (bags) of descriptors of small video regions, not necessarily linked to body parts or image coordinates. The advantage is in avoiding the segmentation of the human from the background, which is prone to errors. The computation of a costly description of a full video volume is not needed neither.

Local features describing the dynamics of video patches were first defined as extensions of image interest points (e.g. Harris and SIFT points) to the spatio-temporal domain, giving Space Time Interest Points (STIPs). Laptev [34] couples such an interest point detector based on spatio-temporal scale space with a gradient and optical flow description of the patches around these points. An improved detector of such points using Gabor filter responses was proposed by Dollar et al. [13]. More recent trajectory-based features (Raptis and Soatto [53]) aim to describe both the trajectories and the spatial neighborhoods of salient points. These descriptions include local shape (histogram of gradients, HoG), optical flow (histogram of optical flow, HoF) and optical flow gradient (motion boundary histogram, MBH, by Dalal et al. [10]).

The statistical distribution of the local features for each frame is usually represented by a Bag of Visual Words (BoVW) histogram, quantizing feature descriptors to visual words and counting their occurrences in a video sequence. The BoVW of a video segment containing multiple frames can be obtained by aggregation. A simple method consists in summing up the consecutive frame histograms.

Gaidon et al. [17] perform temporal localization by using a sequential model of the action volume in which a soft ordering between “meaningful temporal parts” is imposed. Frames are grouped into “actoms” that are subsequences described by an aggregation of their underlying BoVW of STIP features. An action is a sequence of a fixed number (3) of actoms with varying temporal extents. Detection is done with an SVM classifier testing several potential aggregations of the BoVW sequences. The main difficulty with this method is the need for actom annotations in order to learn the temporal models of the actions. Klaser et al. [32] proposed a two stage approach for spatio-temporal localization of human actions. First, a person detector (using a fast linear SVM) allows to filter out uninteresting windows. Second, an action detector is learned using HoG-Track descriptions and applied to improve the detection performance of the first stage. The advantage of their method is in
a precise frame-level annotation of the actions through the video in space and time. Oneata et al. [13] achieve state of the art results for temporal localization by using Fisher Vectors to describe the distribution of trajectory features per frame. While BoVW histograms only capture 0-th order statistics (counts) of the local features, Fisher Vectors capture 1-st and 2-nd order statistics. Oneata et al. [14] further improve this method by using Branch and Bound (B&B) to refine the locations of detected actions. These approaches deal with interesting actions but only results on small data sets have been presented. Furthermore, the evaluation seldom considers the analysis of an action localization system as a whole.

Spatio-temporal action localization was also formulated as the problem of finding the most discriminative video sub-volume with respect to a score function computed on the features contained in the volume. Scoring is based on the mutual information between the bag of STIP features in the sub-volume and the training set features, thus requiring the computation of nearest neighbors in feature space. Yuan et al. [71] describe the basic method, using Branch and Bound (B&B) search to locate action volumes, iterating through all interesting detection volumes one by one. To speed up search, in Yuan et al. [70] the authors decouple the space and time dimensions for B&B search. Goussies et al. [22] optimize the search by finding all actions in a single round of search. Finally, Yu et al. [68] propose a fast random forest scoring method that removes the need of the costly nearest neighbor search. Yu et al. [69] discretize the score search space and replace B&B with Hough voting and Maximum Subarray search obtaining a large increase in action retrieval speed. Oikonomopoulos et al. [43] use the positions of characteristic ensembles of feature descriptors to localize actions. For each class, local feature ensembles are found through feature selection. Ning et al. [42] use biological features and propose a 5-stage coarse-to-fine model in which various aggregations of low level features permit filtering of non-relevant test video volumes. While achieving good localization performance, these works deal only with simple actions with low degrees of variability in small video collections, mostly aiming at real-time automatic surveillance.

Shao et al. [56] and Jones et al. [29] introduce a relevance feedback-based system for action localization and retrieval. In a sliding window approach, they use the asymmetric bagging SVM classifier that mitigates the problem of small numbers of action examples. Starting with a single query video sequence and building the query model using relevance feedback, they perform action localization using B&B search and candidate re-ranking. Even though imbalance is also an issue in our case, methods based on bagging and ensembles or methods that deal with the class imbalance by densifying the examples may not be the best choice for a large scale setting because of their high computation cost.

2.2.3 Temporal matching

As shown in [13, 29], most methods for action localization rely either on the temporal aggregation of BoVW histograms or on scoring sets of local features in spatio-temporal volumes. However, temporal averaging loses potentially important information regarding both relative durations of action parts and their temporal ordering. In Gaidon et al. [18] videos are represented as high-dimensional time series (each frame described by its BoVW) and the autocorrelation of each time series is used as a compact description of its dynamic behavior. While reflecting the temporal evolution to some extent, autocorrelations lack discriminative power if temporal deformations, e.g. faster/slower action speed, are frequent.

Dynamic Time Warping (DTW) is a method for matching two time series that takes temporal ordering into account but is tolerant to temporal deformations. Consider two time series, Q and X, each being an ordered list \( Q = q_1, q_2, ..., q_M \) and \( X = x_1, x_2, ..., x_N \) of \( d \)-dimensional vectors \( q_i \) and \( x_j \). DTW finds the best warping path \( W^* \in \mathcal{A} \) (the set of all possible warping paths), \( W^* = w_1, w_2, ..., w_K \), with \( w_k = (i, j) \), between \( Q \) and \( X \) such that the total cost of the match, \( C_{W^*} \), is
minimized, with respect to a cost function $c$.

$$DTW(Q, X) = C_W = \min_W \sum_{k=1}^{[W]} c(w_k)$$ (10)

The cost function is a dissimilarity measure such as $\chi^2$ or, more often, a distance such as $L_2$:

$$c(w_k) = c(q_i, x_j) = \|q_i - x_j\|_2 = \sqrt{\sum_{k=1}^{d} (q_{ik} - x_{jk})^2}$$ (11)

Clearly, such an approach is computationally more expensive than simple frame aggregation even when employing dynamic programming for its calculation. When describing frames using $d$-dimensional BoVW, if both video sequences have equal length $L$, the complexity of testing all possible warping paths is $O(dL^2)$. In comparison, the complexity of matching with aggregation is $O(d)$ (does not depend on $L$).

DTW cannot be directly employed to build a positive definite kernel for time series. Cuturi [9] replaces the min calculation with a soft-minimum (eq. 12) of all the path costs. They show that the exponentiated soft-minimum leads to a positive definite kernel, the Global Alignment (GA) kernel $k_{GA}$ (eq. 15), when pairwise comparison between frames (eq. 14) uses a kernel derived from the Gaussian kernel $\kappa_\sigma$ (eq. 13).

$$\text{softmin}(C_A) = \log \left( \sum_{W \in A} \exp(-C_W) \right)$$ (12)

$$\kappa_\sigma(q_i, x_j) = \exp \left( -\frac{\|q_i - x_j\|^2}{2\sigma^2} \right)$$ (13)

$$c(w_k) = c(q_i, x_j) = \frac{\kappa_\sigma(q_i, x_j)}{2 - \kappa_\sigma(q_i, x_j)}$$ (14)

$$k_{GA}(Q, X) = \exp(\text{softmin}(C_A)) = \sum_{W \in A} \exp \left\{ -\sum_{k=1}^{[W]} c(w_k) \right\}$$ (15)

2.3 Methodology

We propose here a two stage cascaded approach to temporal action detection and localization, exploiting the complementarity between temporal aggregation at the first stage and video frame alignment at the second stage. Detection is performed using a sliding window and a cascade of SVM classifiers, while a post-processing step gives the temporal localization of actions. Fig. 7 shows the block diagram of this method.

2.3.1 Video time series description

To describe video content for action detection and localization we follow [62]: points are sampled on a regular grid in each frame and tracked across 15 frames. Tracking is done by motion estimation between consecutive frames, based on the dense optical flow estimated with the method from [16]. The trajectory of a point consists of the coordinates of the point in consecutive frames. A “tracklet” is defined as the concatenation of three features, HoG, HoF and MBH, computed in patches around the trajectory points, which results in 396-dimensional descriptors. We quantize these descriptors using K-means into a visual dictionary $W$ of $d = 4000$ words and compute a BoVW histogram for
each frame. These sparse vectors, one for each video frame, constitute a high-dimensional time series description of the video. In the following, sequence refers to any segment, or sub-series, of a tracklet BoVW time series. A window refers to a sequence of \( L = 30 \) frames. In Fig. 6 the description process is illustrated in block 1. These particular values for parameters \( d \) and \( L \) were shown to give good performance in [13, 14].

2.3.2 Training approach for the two stages

The cascade uses two classifiers, one for each stage, in a One-vs-All discriminative setting. This section describes the approach used to produce the training data and applies to both classifiers. For an action class, positives (action examples) are obtained by extracting the sequences spanned by ground truth annotations. When the annotations in the ground truth refer to restricted spatio-temporal volumes (not covering entire frames), we extract BoVW histograms only from these volumes and use them as positive examples. Since ground truth annotations are often imprecise, we add as positive examples data extracted from jittered ground truth windows with a temporal amplitude of \( \pm 10 \) frames and, when possible, a spatial amplitude of \( \pm 25\% \) of the window size. The BoVW time series in these sequences are subsampled to be \( L = 30 \) frames long.

Since ground truth positive examples can be long, to allow for sub-sequence matching we also add as positives all \( L \) length windows sampled at regular time intervals that overlap the ground truth windows. If a training video is just a long positive example (as for the KTH data set, see Section 2.4), this fixed stride sampling provides the positive training windows.

For negative (non-action) examples we sample windows from the training videos, choosing among those that do not contain any annotated examples of the positive class.

2.3.3 Cascade First Stage

The first stage of the cascade has to filter out a maximum of windows that are very unlikely to contain the action of interest. It is directly applied on all the windows extracted from the videos in which we aim to locate actions (block 2 in Fig. 6). At this level, a window is described by the renormalized sum of the BoVW histograms of all its frames (denoted below \( X^{(agg)} \)). The first stage classifier has to decide whether a window is relevant (to be sent to the second level) or should be filtered out. This decision is taken according to the value of the decision function of an SVM classifier: relevant iff \( f_1(X^{(agg)}) \geq \tau_1 \). For the first stage, we use 2-class SVMs with the Histogram Intersection (HI)
kernel:

\[ k_{HI}(Q, X) = \sum_{i=1}^{\left|W\right|} \min(Q_{i}^{\text{agg}}, X_{i}^{\text{agg}}) \]  \hspace{1cm} (16)

Given a set of aggregated sequences \( X \), the first stage should filter out a maximum of the irrelevant windows in order to reduce overall detection cost, while keeping recall high. The number of positives \( X^+ = \{X \in X|\text{class}(X) = \text{Positive}\} \) that pass this stage should be as high as possible, thus minimizing the false negative rate (FNR). \( FNR_1 = \frac{\text{Card}(\{X^{(agg)} \in X^+|f_1(X^{(agg)}) < \tau_1\})}{\text{Card}(X^+)} \) \hspace{1cm} (17)

We denote by coverage the ratio of windows found relevant at the first stage and that will be ranked at the second stage (i.e. the positive rate).

\[ \text{Coverage} = \frac{\text{Card}(\{X^{(agg)} \in X^+|f_1(X^{(agg)}) \geq \tau_1\})}{\text{Card}(X)} \] \hspace{1cm} (18)

The \( \tau_1 \) parameter controls the trade-off between the false negative rate and the coverage: the former increases while the latter decreases with \( \tau_1 \). We thus seek \( C \), the 2-class SVM regularization parameter, and \( \tau_1 \) for the first stage classifier to minimize \( \alpha FNR_1 + (1 - \alpha) \text{Coverage} \), where \( \alpha = 0.8 \) to favor the minimization of the \( FNR_1 \).

2.3.4 Cascade Second Stage

At the second stage, windows are classified as Positive or Negative and ranked according to a score measuring similarity to the query model. For model construction, this stage combines selecting good features for temporal alignment of frames with learning an SVM model using the Global Alignment kernel. For prediction we combine pruning candidate sequences based on the presence of selected features with scoring based on the SVM decision value.

**Feature Selection.** In a large video collection the action of interest will appear rarely. Moreover, the action does not always cover the whole frame but can be localized in a region of the image plane. We call “background” all the information that is not localized within the extents of the actions of interest. We focus on temporal localization, so the sliding windows cover the whole frame. The challenges we face have two causes: presence of background trajectories (including those due to camera motion) and noisy tracklet descriptions. Background and noise features both appear in the BoVW histograms of the frames, potentially overwhelming the relevant information. Thus the classifiers’ capacity to discriminate actions from the background is diminished. This phenomenon is aggravated by the GA kernel’s atomic comparison function, the \( L_2 \) distance. This metric does not place more weight on the action-relevant dimensions of the histograms than on those of the background. Therefore, we propose to use feature selection such that for each action class we choose the visual words that provide the best discriminative power for the GA kernel. Selecting a small subset of features additionally allows to quickly reject non-relevant sequences (those not containing the features) and also speeds up the computation of the kernel. As seen in Sect. 2.2.3, the computational complexity of this kernel is \( O(dL^2) \) so keeping a small set of features \( S \subset W \) of cardinality \( s \ll d \) will provide a substantial speedup.

Popular feature selection methods following the filter approach, like mRMR [49], aim to maximize the relevancy of selected features \( D, \text{eq. (14)} \) modeled by the mutual information \( (I) \) between the selected features (visual word set \( S = \{w_i\} \subset W \)) and the class labels \( (c \in \{\text{Positive, Background}\}) \). At the same time, such methods minimize feature redundancy \( R, \text{eq. (21)} \). The criterion to maximize is the difference between \( D \) and \( R \).

\[ D(S,c) = \frac{1}{|S|} \sum_{w_i \in S} I(w_i, c) \] \hspace{1cm} (19)
Another feature selection method following the filter approach, BAHSIC (Backward elimination Hilbert-Schmidt Independence Criterion) \[57\] finds non-linear correlations between feature values and class labels. The relevance of a feature is measured as the Hilbert-Schmidt norm of the cross-covariance operator between feature maps $\phi, \psi$ of the original feature values (visual word counts) and labels ($c$) to two kernel spaces $F, C$ (eq. \[21\]). BAHSIC iteratively selects the visual words $w_i$ with the best HSIC score and adds them to the selected feature set.

$$\text{HSIC}(F, C) = \left\| \sum_{w_i, w_j \in S} I(w_i, w_j) \right\|_H^2$$  \[21\]

The high computation cost of the GA kernel and the large initial number of features discourage the use of wrapper approaches for feature selection.

Mutual information and correlation based methods such as mRMR and BAHSIC retain both features (visual words) that are present in the positive examples and absent from the negative ones and features that are present in the negative examples and absent from the positive ones. However, the negative examples for one class include in our case not only examples from the other classes but mostly "background" sequences, i.e. video sequences without any of the actions. Background sequences from a limited training set are not representative of the background in the entire database, which is much more diverse. In this asymmetrical setting, we do not expect mRMR and BAHSIC to perform very well. Furthermore, these methods are designed to select a subset of dimensions in multi-dimensional vectors while in our case we are dealing with time series of vectors. Also, these two methods evaluate each feature individually, while we need to evaluate a feature set as a whole in a time series. We must check if a feature set is present or not in a sequence and we do not consider each of the features individually as in eq. \[19, 21\].

Below, a feature set $S$ will be considered present in a sequence $x = x_1, \ldots, x_L$ if all the frames in the sequence contain at least one feature of the set (eq. \[22\]). Also, a feature set $S$ will be considered absent if at least one frame contains no feature from the set (eq. \[23\]).

$$\text{Presence}(S, x) = \prod_{i=1}^{L} \left\{ \sum_{w \in S} x_{iw} \right\}$$  \[22\]

$$\neg \text{Presence}(S, x) = \left[ 1 - \prod_{i=1}^{L} \left( \sum_{w \in S} x_{iw} \right) \right]$$  \[23\]
In eq. 22 and 23, $x_{iw} \geq 0$ is the value of word $w$ at time $i$ in the BoVW sequence $x$ and $1(x) = \{1$ if $x > 0, 0$ otherwise\}.

Because of the diversity of content in large video collections and the limited data available for training, such background sequences from the training data are usually not representative for other videos. Consequently, features that are present in such sequences and absent from the positive examples will act as noise. Taking this in consideration, a good feature set should appear frequently in the positive training sequences: $P^+(S)$ (eq. 24) should be high.

$$P^+(S) = \frac{1}{|\mathcal{P}|} \sum_{x \in \mathcal{P}} \text{Presence}(S, x) \quad (24)$$

with $\mathcal{P}$ denoting the set of positive examples. We take into consideration the fact that we compare sequences of vectors rather than simple vectors. When reducing the visual vocabulary, frames in some sequences will be devoid of any information (all remaining word counts will be 0). Our assumption is that, given a good criterion for selecting the feature set, we will be able to discard all the sequences that contain such frames. To eliminate as many sequences as possible, a good feature set should be absent from the background sequences: $A^-(S)$ (eq. 25) should be high.

$$A^-(S) = \frac{1}{|\mathcal{N}|} \sum_{x \in \mathcal{N}} \neg\text{Presence}(S, x) \quad (25)$$

with $\mathcal{N}$ denoting the set of negative examples. We aim to find a set of features (visual words) that is (1) maximally present in the positive examples $\mathcal{P}$, and (2) maximally absent from the negative examples $\mathcal{N}$. We call this approach Time Series Maximum Relevancy Maximum Sparsity (TS-MRMS) and propose an incremental greedy algorithm that jointly maximizes the two criteria (Algorithm 1). The objective function to maximize is thus the product of the two frequencies: $P^+(S) \cdot A^-(S)$.

Ideally, one would explore all possible feature subsets (the powerset) but, given the number of features available (4,000), this would imply testing all $2^{4000}$ subsets. We use an incremental method that, at each step, chooses the feature that, when added to the current set, maximizes the objective function. The problem thus becomes tractable. When a validation set is provided we can choose the optimal number of features, i.e. the one giving the best performance on this set. In Fig. 6 this algorithm is represented in block 3.

### Algorithm 1 TS-MRMS feature selection algorithm.

**Require:** A positive set $\mathcal{P}$ and a negative set $\mathcal{N}$ of BoVW timeseries

1. Set $S$ to $\varnothing$, $\text{GroupScore} = 0$, $W = \{\text{all visual words}\}$
2. **while** $\text{Card}(S) < s_{\text{max}}$ **do**
   3. $\text{Find } \arg\max_{w \in W} \text{Score}(S \cup \{w\})$ where $\text{Score}(\mathcal{G}) = P^+(\mathcal{G}) \cdot A^-(\mathcal{G})$. See eq. 24 and 25
   4. $\text{Update } S = S \cup \{w\}$, $\text{GroupScore} = \text{Score}(S \cup \{w\})$, $W = W - \{w\}$
5. **end while**
6. **return** $S$

Note that feature selection criteria introduced by Oikonomopoulos et al. [43] also consider the non-representativity of negative examples, but they use an unordered BoF approach for detection. Our method is adapted to time series and should improve the performance of similarity measures based on time alignment.

When applying feature selection, in some of the windows to be evaluated none of the selected features are present. These windows can thus be discarded even before the first stage (as shown in Fig. 1). Using a feature presence bitmap (1 bit per feature), this test can be done with bit operations to check for presence or absence of the feature set, speeding up the computation with only a slight increase in memory consumption.
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Second Stage Classifier. The second stage classifier (Fig. 6, block 5) is applied only to the windows that are considered relevant at the first stage of the cascade and contain the selected feature set. For this second stage we describe windows using the time series of BoVW histograms of all its frames, denoted $X^{(t_s)}$. First, sequences not containing the selected features are removed and the remaining ones are reduced (Fig. 6, block 4), keeping only the $\text{Card}(S)$ visual words selected by the method in Sec. 2.3.4. Such sequences are compared using the GA kernel and an SVM model is learned giving a decision function $f_2$. A sequence is relevant to the query if $f_2(X^{(t_s)}) \geq 0$. The values of $f_2$ are used for ranking retrieved sequences.

When localizing specific actions in a large video database, we aim to distinguish a typically rare class (several hundreds of instances) in a very large pool of possibly millions of sequences. While 2-class SVMs can use negative examples to define the decision boundary, in this extremely unbalanced case we cannot assume that the training distribution of negative examples is representative of the one in the testing set. Therefore, we propose to learn a boundary of the domain of the positive examples without using the negative ones. We thus train a One-Class SVM and use only the positive instances as described in Sec. 2.3.2. The SVM learns a hyperplane (the normal $w$ and bias $\rho$) separating the positives from the “background”. The decision function is then:

$$f_2(X^{(t_s)}) = \begin{cases} \langle w, \Phi(X^{(t_s)}) \rangle - \rho, & \text{if Presence}(S, X^{(t_s)}) \\ -\infty & \text{otherwise} \end{cases}$$ (26)

Here $x_i$ are the training instances, $\langle \Phi(a), \Phi(b) \rangle$ denotes the scalar product in kernel space and is replaced using the kernel trick by $k_{GA}(a, b)$. Using the dual formulation by introducing Lagrangian multipliers $\alpha_i$, $w$ can be expressed by a linear combination of support vectors (SVs), giving:

$$f_2(X^{(t_s)}|\text{Presence}(S, X^{(t_s)})) = \langle w, \Phi(X^{(t_s)}) \rangle - \rho = \sum_{i \in SVs} \alpha_i \Phi(x_i), \Phi(X^{(t_s)}) - \rho$$

$$= \sum_{i \in SVs} \alpha_i k_{GA}(x_i, X^{(t_s)}) - \rho$$ (27)

For training the one-class SVM we need a normalized kernel ($K(x, x) = 1$). Since the GA kernel is not normalized, we apply the following transformation:

$$k'_{GA}(x, y) = \frac{k_{GA}(x, y)}{2(k_{GA}(x, x) + k_{GA}(y, y))}$$ (28)

Post-processing. A sliding window approach for detection can lead to multiple overlapping positive windows. To obtain the final detection sequences, all positive elementary windows (of $L = 30$ frames) whose overlap is above a threshold $\tau_{\text{merge}} = 50\%$ are merged by using the union of their bounds. The resulting detection window is assigned the sum of scores of the composing elementary windows. In [35] and [18] multiple elementary window lengths of up to 120 frames are employed, which increases computation time. We found that with our method this did not improve results.

2.4 Experimental Results

2.4.1 Data sets

Smoking and Drinking. The Smoking and Drinking data set was introduced by Laptev and Pérez [35] and consists of three videos (resolution 720×576): 2 feature films, “Coffee and Cigarettes” (2002) and “Sea of Love” (1989), and one video consisting solely of drinking sequences. In total it contains 3 hours of video and is split into a training set, a validation set and a testing set (of about 30 minutes).
For the Smoking action there are 78 training, 12 validation and 42 test sequences. For the Drinking action there are 106 training, 16 validation and 38 test sequences respectively.

**MSR Action II.** The MSR Action II data set introduced by Yuan et al. [71] consists of 1 hour of footage (resolution 320 × 240) split into 54 videos with cluttered background. It contains three actions selected among those of the KTH data set in Schuldt et al. [55]: Boxing (81 instances), Clapping (51) and Waving (71). Training is done using sequences extracted from KTH (100 videos per action).

**MEXaction.** The MEXaction data set [7] consists of 117 videos totalling 77 hours, extracted from the digitized archives of the Institut National de l’Audiovisuel. As far as we know, it is the largest collection used for action localization to date. It contains videos produced from 1945 to 2011, digitized from film to 512x384 digital video encoded using MPEG-4 h264 AVC compression.

With respect to the ground truth annotations, the collection contains two actions of interest in the semantic context of a bull fight:

1. BullChargeCape (705 instances). The bull charges the matador who dangles a cape to distract the animal. The actions were annotated to include the bull’s charge, the movement of the cape and the feint of the matador.

2. HorseRiding (403 instances). Either during a bull fight or apart, annotations were made of instances of one or several persons riding horses. To restrict the scope of this action class, horse races were however not included.

With respect to their content, the videos in this data set can be categorized into: Debate (2), Archive (2), Documentary (14), Soap Opera (1), Interview (15), TV Game (1), TV news (38), Magazine (24), Film press (9), Biographic (2), Report (5) and TV show (4).

Annotations include attributes giving information about the difficulty of the detection as perceived by the annotator: it is harder to detect actions that occupy little of the image plane or actions that are occluded.

The data set contains 6.5 M frames in total, so sampling one $L = 30$ frame sequence every 5 frames we obtain 1.3 M windows. We generate 10 splits for the training and validation sets. Thus, on average, we use 85 BullChargeCape and 50 HorseRiding annotations and 80,000 background frames for training. For hyper-parameter $(s, C, \sigma, \tau_1)$ selection we obtain, on average, 70 BullChargeCape and 30 HorseRiding annotations and 80,000 background frames. This leaves 570 annotations for BullChargeCape and 344 for HorseRiding, with 6.3 M background frames in the testing part of the data set. The training and validation annotations are chosen among those that do not present a high difficulty of detection (i.e. occupy most of the image plane, are not occluded).

### 2.4.2 Evaluation metrics

Following the recent literature, action localization is evaluated as a retrieval problem: we consider all detection windows with positive scores as results and we sort the windows by their score. This allows to obtain precision/recall curves and to compute the Average Precision (AP) in order to characterize the detection performance.

To quantify the speed-up achieved by the cascaded approach we measure the testing time of the two stages individually and in cascade, as well as the ratio of sequences that need to be evaluated at the second stage (the **coverage**, Sec. 2.3.3). We study the trade-off between the False Negative Rate and the **coverage** on the validation set and we vary the number of features that are selected to find the optimal performance.

First, a definition of positive and negative detections is needed. For the Smoking and Drinking and MSR Action II data sets, actions are sparsely spaced in the timeline of the videos. Existing research [15] thus considers a positive detection $A$ to be a true positive if the Jaccard coefficient $J(A, B) = \frac{|A \cap B|}{|A \cup B|}$ between it and a positive ground truth annotation $B$ is greater than

---

Footnote 1: [http://mexculture.cnam.fr/xwiki/bin/view/Main/Datasets](http://mexculture.cnam.fr/xwiki/bin/view/Main/Datasets)
Table 2: Key figures for the first stage on MSR Action II and Smoking and Drinking

<table>
<thead>
<tr>
<th>Windows with action</th>
<th>Coverage</th>
<th>FNR$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking and Drinking (1 train / validation split)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drinking</td>
<td>5%</td>
<td>35%</td>
</tr>
<tr>
<td>Smoking</td>
<td>7%</td>
<td>70%</td>
</tr>
<tr>
<td>MSR Action II (1 train / validation split)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clapping</td>
<td>9%</td>
<td>48%</td>
</tr>
<tr>
<td>Waving</td>
<td>12%</td>
<td>35%</td>
</tr>
<tr>
<td>Boxing</td>
<td>8%</td>
<td>46%</td>
</tr>
</tbody>
</table>

Table 3: Key figures for the first stage on MEXaction

<table>
<thead>
<tr>
<th>Windows with action</th>
<th>Coverage</th>
<th>FNR$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEXaction (10 train / validation splits)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BullChargeCape</td>
<td>0.24%</td>
<td>8.1 ± 4.0%</td>
</tr>
<tr>
<td>HorseRiding</td>
<td>0.40%</td>
<td>9.1 ± 1.7%</td>
</tr>
</tbody>
</table>

20%. These data sets were initially created for spatio-temporal localization, so some actions are overlapping in time, while being separated in space. We aim to localize actions only in time, so the rule $J(A, B) \geq 20\%$ is applied for temporal overlap. A positive detection can thus match several ground truth windows (separated in space) if the temporal overlap satisfies this rule, as in [35, 37, 44]. If several positive detections overlap a ground truth window by more than 20%, the one with the highest overlap is considered a true positive while the others are considered false positives.

For the MEXaction data set the actions are rare but occur in clusters in which they are separated from each other by few frames. Sometimes actions appear successively in a chain. Thus, a detection window is likely to cover several ground truth annotations. We then adopt a more relaxed evaluation criterion. Ground truth annotations $B_i$ are marked as detected if they are at least 50% inside a detection window $A$, $|A \cap B_i|/|B_i| > 0.5$, and cover at least 20% of the time span of the detection window: $\sum_i |A \cap B_i|/|A| > 0.2$.

2.4.3 Results and discussion

We begin by evaluating the filtering performance of the first stage classifier on the different data sets. Smoking and Drinking is small and has few action instances, so we select the first stage decision threshold $\tau_1$ to minimize solely the false negative rate (FNR$_1$). On MSR Action II, no validation split is provided so $\tau_1$ was set to the mean first stage decision value. For these data sets, the impact of the first stage is summarized in Table 2. The average coverage (ratio of sequences sent to the second stage) is of 47%. But these data sets are “dense”, i.e. the average ratio of windows containing the actions is of 8%. Table 3 gives the results for our novel data set, MEXaction. Here, the average percentage of windows containing the actions is of 0.32%, i.e. one order of magnitude lower than for the first two data sets. MEXaction is much less “dense”, while containing many more instances of each action. We thus jointly minimize the coverage and FNR$_1$, obtaining a much lower average coverage of only 8.6%. We nevertheless lose part of the action instances, as shown in column FNR$_1$ of Table 3. For a data set with very many action instances this trade-off may be acceptable.
We now analyze the behavior of the proposed TS-MRMS feature selection method and we compare it to mRMR and BAHSIC (in the binary classification setting described in [57]) and to using all the features. The evaluation is done on the Smoking and Drinking data set and we look at the impact of varying the number of features on the detection performance for the Drinking action. For this experiment we tested the GA classifier in a 2-class SVM setting, varying the negative instances used for learning.

In Fig. 8 we illustrate the average AP over 5 trials when varying the number of features for the three methods. We also show the interval between minimum and maximum values (shaded) for TS-MRMS. For 50-140 features (Fig. 8, left) the TS-MRMS method has consistently better performance than mRMR and BAHSIC, with good stability over trials. An exception is at 100 features where the performance of TS-MRMS shows an anomalous drop. We show the behavior of mRMR and BAHSIC when further increasing the number of features in Fig. 8, right. For mRMR only a small gain in performance is achieved, AP reaches a maximum of 54.9% ± 4.2% at 500 features while the best performance with 140 TS-MRMS features is 60 ± 1%. The same AP is obtained by BAHSIC with 600 features. As a baseline, without feature selection, we found that using all 4,000 features gives an AP of 46 ± 4%.

On the Smoking and Drinking and MSR Action II data sets, feature selection strongly reduces the number of features, from 4,000 to 30-150 (Table 4). On MEXaction, as shown in Table 5, the number of features for the GA classifier is even lower: since the database is very large, the tracklet descriptors are extremely varied and the ones relevant to the actions of interest are rare. This significantly accelerates the second stage of the cascade since the computation of the GA kernel has a complexity of $O(sL^2)$ ($L$ is the window length, $s$ the number of selected features). With regards to the filtering performance, the rows “Windows with features” in Tables 4 and 5 show the overall ratio of windows that contain the selected features and must be evaluated by the SVM classifiers.

Table 4: Feature selection pruning results on MSR2 and Smoking and Drinking

<table>
<thead>
<tr>
<th></th>
<th>Drinking</th>
<th>Smoking</th>
<th>Waving</th>
<th>Clapping</th>
<th>Boxing</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 2nd stage features</td>
<td>150</td>
<td>150</td>
<td>50</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Windows with features</td>
<td>93%</td>
<td>89%</td>
<td>83%</td>
<td>37%</td>
<td>72%</td>
</tr>
</tbody>
</table>

Next, we compare the detection performance of the cascade to the first stage classifier alone and to the GA kernel classifier alone. Table 6 summarizes the AP results for the three datasets. The Precision-Recall curves are illustrated in Fig. 9, Fig. 10 and Fig. 11 respectively. The performance of the cascade is systematically better than the performance of the GA kernel classifier and, with the exception of the Clapping action, better than the performance of the first stage classifier (the result
of the GA kernel classifier on Clapping could probably be improved by choosing longer detection windows). The average improvement is of 10.5% with respect to the first stage alone and of 7.3% with respect to the GA kernel alone. Thus, beside reducing cost, the cascade also improves the detection quality, which shows the complementarity of the two classifiers.

Table 6: Detection AP of the cascade and individual stages

<table>
<thead>
<tr>
<th>Action</th>
<th>Clapping</th>
<th>Waving</th>
<th>Boxing</th>
<th>Smoking</th>
<th>Drinking</th>
<th>BullCharge</th>
<th>HorseRiding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>43.1%</td>
<td>26.2%</td>
<td>25.3%</td>
<td>62.1%</td>
<td>21.6%</td>
<td>31.7%</td>
<td>18.2%</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>32.3%</td>
<td>40.0%</td>
<td>27.4%</td>
<td>64.4%</td>
<td>38.3%</td>
<td>30.0%</td>
<td>18.1%</td>
</tr>
<tr>
<td>Cascade</td>
<td>39.7%</td>
<td>55.0%</td>
<td>39.6%</td>
<td>65.5%</td>
<td>45.1%</td>
<td>37.7%</td>
<td>19.5%</td>
</tr>
</tbody>
</table>

We analyze the performance and cost differences when using one-class SVMs for a large scale data set. Table 4 shows that we obtain a large gain in AP with fewer support vectors on MEXaction. We believe this is due to the difference in ratios of positives to negatives in the training set relative to the testing set. For Smoking and Drinking the training and testing sets come from the same video and are approximately of equal size. For MEXaction the testing set is 80 times larger and only 0.2-0.4% of windows are positive (Table 2). Moreover, the MEXaction testing set contains videos that are not used for training, thus negative examples from the training set are not necessarily relevant, making one-class SVMs a better choice.

Table 7: Comparison for the GA classifier: 2-class SVM vs. 1-class SVM, on Smoking and Drinking and on MEXaction

<table>
<thead>
<tr>
<th>Method</th>
<th>Drinking</th>
<th>Smoking</th>
<th>Bull Charge</th>
<th>Horse Riding</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-class SVM</td>
<td>AP 64.4%</td>
<td>38.3%</td>
<td>9.7 ± 2.3%</td>
<td>4%</td>
</tr>
<tr>
<td>nSV</td>
<td>1961</td>
<td>1097</td>
<td>2200-2800</td>
<td>600</td>
</tr>
<tr>
<td>1-Class SVM</td>
<td>AP 52.9%</td>
<td>27.6%</td>
<td>28.3 ± 2.6%</td>
<td>15.5 ± 2.8%</td>
</tr>
<tr>
<td>nSV</td>
<td>114</td>
<td>274</td>
<td>20-400</td>
<td>60-290</td>
</tr>
</tbody>
</table>

Figure 9: Precision-recall curves on MSR Action II
The action localization performance of the cascade on MSR Action II is shown in Table 8, together with the current state of the art results. Previous work on MSR Action II in [8], [68], [69] focuses on spatio-temporal localization, so a direct comparison cannot be performed. While the cascade was not designed for fine spatio-temporal localization, our experiments show that it has good temporal localization results on MSR Action II where actions cover only a small part of the video frame.

Finally, we compare the action localization performance of our method to the state of the art results on Smoking and Drinking, as well as to a state of the art method (Fisher Vectors, FV) on MEXaction (Table 10). We used the FV implementation from the VLFeat library, computing the vectors on the tracklet features in $L = 30$ frame windows. As suggested by Perronnin et al. [50] ("improved" Fisher Vectors), we applied both the power and L2 normalizations to the vectors. On the Smoking and Drinking data set (Table 9) our results are superior to the state of the art on the Drinking class. Most importantly, our method shows a good improvement over the baseline (FV) on both classes of the MEXaction data set while also being better adapted to the large size of the database. Sample frames from detections are shown in Fig. 12 and 15 for MEXaction and in Fig. 13 and 14 for Smoking and Drinking. We show some of the highest ranked true positives (TP), as well as the first and second highest ranked false positives (FP) with their ranks in the result list.

Table 8: Performance on MSR Action II

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>Clapping</th>
<th>Waving</th>
<th>Boxing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cao et al. [8]</td>
<td>Spatio-Temporal</td>
<td>13.1%</td>
<td>36.7%</td>
<td>17.5%</td>
</tr>
<tr>
<td>Yu et al. [68]</td>
<td>Spatio-Temporal</td>
<td>23.9%</td>
<td>43.0%</td>
<td>30.3%</td>
</tr>
<tr>
<td>Yu et al. [69]</td>
<td>Spatio-Temporal</td>
<td>36.1%</td>
<td>54.1%</td>
<td>31.7%</td>
</tr>
<tr>
<td>Cascade AP</td>
<td>Temporal</td>
<td>39.7%</td>
<td>55.0%</td>
<td>39.6%</td>
</tr>
<tr>
<td>Cascade search time</td>
<td>78 s average</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*http://www.vlfeat.org/*
Table 9: AP comparison on Smoking and Drinking

<table>
<thead>
<tr>
<th>Method</th>
<th>Drinking</th>
<th>Smoking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laptev and Pérez [35]</td>
<td>49%</td>
<td>-</td>
</tr>
<tr>
<td>Gaidon et al. [17]</td>
<td>57%</td>
<td>31%</td>
</tr>
<tr>
<td>Klaser et al. [32]</td>
<td>59%</td>
<td>24%</td>
</tr>
<tr>
<td>Oneata et al. [44]</td>
<td>64%</td>
<td>50%</td>
</tr>
<tr>
<td>Cascade (with 2-class SVM)</td>
<td>65.5%</td>
<td>45.1%</td>
</tr>
<tr>
<td>Cascade search time</td>
<td>178 s</td>
<td>240 s</td>
</tr>
</tbody>
</table>

Table 10: Performance comparison on the MEXaction data set

<table>
<thead>
<tr>
<th>Method</th>
<th>BullChargeCape</th>
<th>HorseRiding</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA classifier (1C)</td>
<td>AP 28.3 ± 2.6%</td>
<td>15.5 ± 2.8%</td>
</tr>
<tr>
<td></td>
<td>Time 2084s</td>
<td>2002s</td>
</tr>
<tr>
<td></td>
<td>DB ~250 MB</td>
<td></td>
</tr>
<tr>
<td>Cascade</td>
<td>AP 33.5 ± 3.5%</td>
<td>17.6 ± 1.9%</td>
</tr>
<tr>
<td></td>
<td>Time 265s (159+106)</td>
<td>247s (150+97)</td>
</tr>
<tr>
<td></td>
<td>DB 3.5 GB</td>
<td></td>
</tr>
<tr>
<td>Fisher Vectors</td>
<td>AP 31.1 ± 5.9%</td>
<td>14.0 ± 1.4%</td>
</tr>
<tr>
<td></td>
<td>Time 43 s</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DB 500 GB (80 GB w. PCA)</td>
<td></td>
</tr>
</tbody>
</table>

In Tables 8, 9 and 10 the computation time of our method is presented for the three data sets. We used GPU implementations of the GA and HI kernels running on an NVIDIA Tesla C2070 card. The evaluation server had 2 Xeon CPU and 24 GB of RAM. Note that by “computation time” we only refer to the time required to compute the scores of all elementary windows provided the test sequences are loaded into RAM. For MSR Action II and Smoking and Drinking we employed 2-class SVMs while for MEXaction we used one-class SVMs. The speed-up results obtained by our method are summarized in Table 10 with a cascade having good pruning power (Table 8), a low number of features (Table 9) and a low number of support vectors in the second stage (Table 7), the computation time for MEXaction is only slightly larger than the one for Smoking and Drinking, even though the data set is 150 times larger. The total query time with the cascade is expressed in Table 10, line “Time”, as a sum between the time spent in the first and second stages; the first stage takes about 60% of the query time.

The size of the descriptor database (rows labeled DB in Table 10) is an important factor in action retrieval from large collections. For our method, using 4,000 visual word histograms, the 6.5 M frame descriptors need 10 GB of storage for the aggregated sequences and 50 GB for the time series representation. Of the video time series only small parts have to be loaded in memory: the sequences containing the selected feature set and, for these sequences, only the values of the features in the set. Thus for BullChargeCape, when the feature set contains between 10 and 40 features we need to load about 200MB of data to determine which sequences to test. Using this information, between 8 MB and 32 MB of data need to be loaded for the second stage and 3.3 GB for the first one. The FV method tested requires 101,376 dimensions per sequence (we used K=128 Gaussians and the tracklet descriptor has 396 dimensions) needing 500 GB of storage. In [44] the number of dimensions is reduced to 16,000 by applying PCA to the tracklet descriptors. For exhaustive search on MEXaction set this would lead to a database size of 80 GB that would need to be fully loaded into RAM. When considering a disk read speed of 100 MB/s, we can see that the time to load the FV database (about 13 minutes) dominates the retrieval time, while using our method only 30 s are necessary.
2.5 Conclusion and Perspectives

We presented a cascaded system for action localization that shows good performance and fast retrieval of actions in large data sets. A substantial gain was obtained by using an adequate feature selection method for the time alignment of sequences with the GA kernel. This also lead to a large reduction in the amount of data that has to be loaded from the disk. The proposed method achieves better performance than the state of the art while having lower memory requirements.

We introduced the MEXaction data set that is a very relevant benchmark for large scale action localization due to its size and content variety. In this context, negative training examples may not capture the full diversity of non-action sequences in the whole data set and can reduce the discriminative power of classifiers. We showed that one-class SVMs can address this problem and give good retrieval accuracy with few support vectors, allowing fast detection. However, a learning method that better exploits the negative examples should be further explored for large scale action localization using GA-kernel classifiers. Finally, to perform real-time queries for realistic video collections, indexing methods should be further considered in order to make the search of relevant windows sub-linear in the size of the database.

2.6 Sublinear Retrieval

Large video databases contain many action classes of potential interest. For example, actions are very relevant content items in historical and cultural videos; a historian, a researcher or some other user should be able to define action classes and search for occurrences of such actions in a large cultural database. In a video-surveillance application, an investigator may also have to define new specific action classes and search for their occurrences in a potentially high volume of video records.
Figure 14: Sample results for the Smoking action of the Smoking and Drinking data set.

Figure 15: Sample results for the HorseRiding action of the MEXaction data set.
In such scenarios, it can be prohibitively time consuming or excessively expensive to perform a new exhaustive scan of the entire database every time a new class detector is built. It is then necessary to devise methods supporting the scalable application of a detector to the data, i.e. methods that are sublinear in the size of the database. Such methods should avoid an exhaustive scan and only apply the detector to a (hopefully) small part of the data, where the detector is relatively likely to provide a positive answer. While the scalability of query-by-example was thoroughly considered in the literature, there is comparatively little work on the scalability of what we shall call query-by-detector. In this work we address this problem by proposing a method that supports sublinear retrieval of complex human actions.

Action detection and localization was addressed in the recent literature (see e.g. [14, 17, 44, 45]), but not on large scale datasets. Actions are usually represented by the statistical distribution of local features that describe shape and motion in video patches. In [14, 17], Bags of Visual Words (BoVW) histograms are used to model the statistics of features in video segments, while [44, 45] employ instead Fisher Vectors. Both approaches involve high dimensional vector descriptions. Support vector machine (SVM) classifiers are learned from the annotated examples and detection is performed by applying the SVM to a window that slides over the entire video database. Thus, all the windows in the database are evaluated by the detector and the positive detections are eventually ranked to produce the result list.

There exist more efficient alternatives for applying a detector to a database. A method for approximating a linear SVM decision function using locality-sensitive hashing (LSH [11]) is introduced in [37]. The normal vector to the SVM hyperplane is used as a query and its hash is obtained. The approximation to the decision function employs the Hamming distance between the query hash and the hashes of the non-empty buckets. The complexity is linear in the size of the database but the approximation allows to significantly accelerate the retrieval of the data points classified as positive by the detector.

To best deal with large databases, exhaustive detection (i.e. sliding the detection window over the entire video database) should nevertheless be avoided. Several proposals focus on sublinear methods that aim to find the data points whose image in feature space is close to the normal vector to the SVM hyperplane. Since for most kernels employed $K(x, x) = \text{constant}$, these points maximize the SVM decision function. The KDX index structure in [47] defines rings around the normal vector and indexes them according to the angle to the central vector. A second level of the index is used within each ring. A sublinear exact search solution for such SVM-based queries was proposed in [31] and claimed to improve over KDX. The data is clustered in feature space and, for each cluster, rings are built with the kernel space neighbors of the cluster prototypes, by order of their distance. Querying this index structure with the normal vector requires testing all prototypes and then the corresponding cluster rings close to the query in order to accumulate the results. However, as we shall see later, the relevant data to be retrieved is not necessarily close to the normal vector in feature space. We can also mention here the method in [30] for exact sublinear retrieval with hyperplane queries, shown to be efficient but in rather low-dimensional spaces.

Alternatively, SVM-based active learning using an ambiguousness criterion requires retrieval of unlabeled data that is close to the decision boundary (which is a hyperplane in feature space). If the amount of unlabeled data is large, sublinear retrieval methods are needed. Several such solutions, based on LSH, are proposed in [26, 38, 60]. They rely on the fact that data points that are close to the decision hyperplane have a low inner product with the normal vector to the hyperplane. Such approaches can be interesting if the target class is defined online, e.g. with relevance feedback, but this is not the scenario we consider here.

In Section 2.7 we first show how to adapt the approach in [37] to create a linear time “exhaustive approximate” (EA) search method for queries that are nonlinear SVM detectors. We then introduce a novel approximate sublinear method for answering such queries. In Section 2.8 we provide the experimental validation of our sublinear method and compare it to both exhaustive approximate and exhaustive exact (EE) search.
2.7 Proposed approach

We start by briefly presenting the general action detection and localization method we employ, then we focus on the scalability issue where our contributions are.

2.7.1 Action localization method

Video description. We employ the method in \[62\] to detect and describe salient video patches. We quantize these descriptors into a visual dictionary of \(d = 4000\) words and compute an L1 normalized BoVW histogram for each frame. The videos are over-segmented into a series of time windows of \(L = 30\) frames, shifted by 5 frames. For each window, the frame histograms are averaged to produce its final description.

Action detection in sliding windows. For detection, an SVM classifier is trained for each action class on annotated examples. The SVM decision function used to score results is

\[
f(v) = \sum_{j=0}^{p} \beta_j K(y_j, v) + b_q
\]

Since each window is described by a BoVW histogram, we use the histogram intersection (HI) kernel:

\[
K(x, y) = \sum_{i=1}^{d} \min\{x_i, y_i\}
\]

Note that \((\Phi(x), \Phi(x)) = K(x, x) = 1\). All the windows in the database are evaluated by \(f\) and the positive detections are retained for further processing. We use this “exhaustive exact search” (EE search) as a baseline. Its complexity is linear in the size of the database.

Post-processing. Multiple overlapping windows can have positive detection scores. To obtain the final detection boundaries, all positive windows whose overlap is above a threshold \(\tau_{\text{merge}} = 50\%\) are merged by using the union of their bounds. The resulting detection window \(A\) is assigned the sum of scores of the composing windows: \(S(A) = \sum_i f(v_i)\).

2.7.2 Exhaustive approximate search

We first adapt the method in \[37\] to kernel space hashing using the Random Maximum Margin hashing (RMMH) functions proposed in \[28\]. With RMMH, LSH functions are hyperplanes in the feature space. To construct each hyperplane, \(M\) data points are chosen at random and randomly labeled as positive or negative examples. An SVM is learned from these examples and its decision function is one atomic hash function used to build the index:

\[
h(v) = \text{sgn} \left( \sum_{i=0}^{m} \alpha_i^* K(x_i^*, v) + b \right)
\]

where \(x_i^*\) are the \(m\) support vectors of one hash SVM, \(\alpha_i^*\) their Lagrangian multipliers and \(K(x, y)\) is the employed kernel. A hash table is built from \(D\) such atomic functions obtained on independent random samples of \(M\) points. To retrieve nearest neighbors, the query \(q\) (in input space) is hashed and its hash \(H(q)\) is computed as the concatenation of the atomic hash values: \(\{h_1(x), ..., h_D(x)\}\). The probability that the hash value of data \(v\) is equal to that of the query \(q\) is proportional to the inner product between \((v)\) and \((q)\) \[20\]:

\[
Pr[h(q) = h(v)] = 1 - \frac{1}{\pi} \cos^{-1} \left( \frac{\Phi(q) \cdot \Phi(v)}{||\Phi(q)|| \cdot ||\Phi(v)||} \right)
\]

We build \(D\) RMMH functions with the HI-kernel and compute the hash of each data \(v_i, i \in \{1..N\}\), obtaining binary vectors \(H(v_i)\). However, in our case the query corresponds to the SVM detector in
Eq. (29) and is represented by the normal vector \( q \) of the learned hyperplane in feature space. This vector is a linear combination of the feature space images of the learning examples, \( q = \sum_{j=1}^{p} \beta_j \Phi(y_j) \), so its discrete hash value \( h(q) \) can be computed according to:

\[
g(q) = \sum_{i=0}^{m} \alpha_i^* \left( \Phi(x_i^*), \sum_{j=1}^{p} \beta_j \Phi(y_j) \right) + b
\]

\[
= \sum_{i=0}^{m} \alpha_i^* \sum_{j=1}^{p} \langle \Phi(x_i^*), \beta_j \Phi(y_j) \rangle + b
\]

\[
= \sum_{i=0}^{m} \alpha_i^* \sum_{j=1}^{p} \beta_j \mathcal{K}(x_i^*, y_j) + b
\]

\[
= \alpha^* \mathcal{K} \beta^T + b
\]

\[h(q) = \text{sgn} (g(q)) = \text{sgn} \left( \alpha^* \mathcal{K} \beta^T + b \right) \tag{33}\]

where \( K_{ij} = \mathcal{K}(x_i^*, y_j), x_i^* (i \in \{1..m\}) \) are the support vectors of the RMMH function, \( y_j (j \in \{1..p\}) \) are the support vectors of the action detector, \( \alpha^* = (\alpha_1^*, ..., \alpha_m^*) \) and \( \beta = (\beta_1, ..., \beta_p) \).

We take from \[37\] the approximate decision value of the detector, \( \hat{f}_q(v) \), as a function of the Hamming distance between the hashes of the query and of the data point, \( d_H(H(q), H(v)) \):

\[
\hat{f}_q(v) = \text{cos} \left( \frac{d_H(H(q), H(v))}{D} \right) ||q|| + b_q \tag{34}\]

We do not need to compute \( \hat{f}_q(v) \) for any \( v \), we just sort the buckets in ascending order of their Hamming distance to the query. All data points in the top buckets are retrieved and evaluated by the decision function in Eq. (29). As many buckets are returned as necessary to reach the desired recall. Note that \( \text{sgn}(\hat{f}_q(v)) \) does not give accurate positive detections, the estimator can have a large probability of false positives.

### 2.7.3 Scalable retrieval

The method introduced in Section 2.7.2 can be efficient enough for medium-size video databases but requires the evaluation of the Hamming distance between the hash of the query and every bucket. For very large databases, the number of buckets should increase linearly with the size of the database. So the complexity of this method is linear in the size of the database. To scale to very large databases it is then necessary to devise sublinear methods.

If the feature-space images of the data points for which \( f \) (the decision function of the SVM detector) takes positive values were in the neighborhood of the normal vector to the SVM hyperplane, then a potentially good solution would be to use a method like Multi-probe LSH \[39\]. Multi-probe LSH proposes to search those buckets whose spatial boundaries are close to \( g(q) \). Assuming the hash functions are independent, each \( h(q) \) value can be flipped to produce hashes that have lower probability than the query’s hash. In \[34\] a probing algorithm that searches buckets in decreasing order of their probability is given. Multi-probe LSH allows to reduce the number of different hash tables required to reach a given level of recall.
We evaluated the distribution of Hamming distances between the hashes of the data points for which \( f \) takes positive values and the hash of the query. Figure 16 shows that the maximum of this distribution is far from \( d_H = 0 \). To arrive at a Hamming distance \( s = d_H(H(q), H(v)) \), for one hash table, Multi-probe LSH should explore \( \sum_{n=1}^{s} \binom{D}{n} \) hashes. The assumption made by Multi-probe LSH that the probability of finding relevant results is an isotropic normal distribution centered on the query is clearly wrong; see the illustration on the left side of Figure 17.

Since the query itself is not a good starting point, we propose to use instead the prototypes of the positive training examples as starting points. We use kernel K-means clustering to obtain \( K \) clusters on the positive training examples and for each cluster \( k \) we obtain the most central element, the cluster prototype \( p^k \):

\[
p^k = \text{argmax}_j \sum_{i=1}^{n^k} K(y^k_j, y^k_i)
\]  

(35)
Our assumption is that cluster prototypes are more representative of the positive data points than the query (the normal vector to the SVM hyperplane). So, by starting to sample from the buckets of the prototypes should allow to reduce the total number of probes needed to reach a required level of recall. Finally, we apply the multi-probe algorithm of [39] for each of the prototypes.

The method we propose is illustrated in the right side of Figure 17. This picture shows the case of using two hash functions that give a range of integer values. In our case we have $D$ hash functions that give only binary values, but the idea is the same. Note that the advantage of using cluster prototypes over cluster centers is in computation time. For a cluster center we would need to use Eq. (33) while for the prototypes we can directly use Eq. (31).

**Cost reduction with query expansion.** To increase recall we can increase the number of clusters and the probes around each cluster prototype. However, further probing is computationally expensive, while data points that are farther from the prototypes have lower probability of being positive. A better informed way to direct the search for candidates would be helpful. In the context of action localization we can use the fact that temporal neighbors of windows (data points) detected as positive have a high probability of being positive themselves. Also, since we have the $H(v)$ values of the temporal neighbors, we can apply a simple filter by using Eq. (43). This filtering is fast and has a very low false negative rate, so it eliminates only a negligible number of good candidates. The approximate test is only applied to the temporal neighbors of windows already detected as positive.

For details, a listing of the algorithm of our sublinear method can be found on our website.\(^9\)

### 2.8 Experimental evaluation

**Dataset.** We evaluate the effectiveness and efficiency of our action localization method on the Corrida dataset\(^10\) of 77 hours of video. With the video representation described in Section 2.7.1, the database contains 1.3M windows, each represented by a 4000-dimensional BoVW histogram. The annotations for two actions were employed: (1) BullChargeCape—in the context of a bull fight, the bull charges the torero who dangles a cape to distract the animal, and (2) HorseRiding—one or several persons riding horses. The dataset is split into two parts. For training and parameter validation, there are 2 hours of video containing 85 examples of BullChargeCape and 50 of HorseRiding. For testing, there are 75 hours of video in which we attempt to identify 570 instances of BullChargeCape and 344 of HorseRiding.

**Metrics.** Following current practice, we evaluate action localization like a retrieval problem: detection windows $A$ having positive scores $S(A)$ are sorted by decreasing scores and a precision-recall curve is obtained. Average Precision (AP) is then computed for each class. A result window is positive if it overlaps the ground truth annotations. We aim to localize actions only in time, so only temporal overlap is measured. Ground truth annotations $B_i$ are marked as detected if they are at least 50% inside a detection window $A$, $|A \cap B_i|/|B_i| > 0.5$, and successive annotations cover at least 20% of the time span of the detection window: $\sum_i |A \cap B_i|/|A| > 0.2$.

\(^9\)http://cedric.cnam.fr/~stoiana/supp.pdf

\(^10\)http://mexculture.cnam.fr/xwiki/bin/view/Main/Datasets
For the experiments we ran, the number of hash tables was $L = 16$ and the number of hash functions $D = 24$ and $M = 32$.

We first measure the recall while varying the number of prototypes $K = \{5, 15, 25\}$ and the number of probes $P = \{5, 10, 20, 30\}$ (Figure 18). We compare the scalable retrieval (SR below) method in Section 2.7.3, with or without query expansion (QE), to the exhaustive approximate (EA below) search in Section 2.7.2 and take the exact exhaustive (EE below) search as a reference. Thus, for a window retrieved by SR or by EA search, we check its $f(v)$ value to see if it was truly a positive result. Recall is then measured as the number of positive items retrieved divided by the total number of items marked positive by EE Search.

For the BullChargeCape class, the results show that SR obtains the recall of EA search by testing only a small additional number of data points. Moreover, we see that by using QE and $K = 5$ clusters we obtain better results than by using more clusters. For HorseRiding, by using QE (label ‘K=5+QE’) we have higher recall with fewer data points retrieved than by EA search. For these results we did 2 query expansion iterations.

We now check the Average Precision for localization of SR (Figure 19). For $K = 5, P = 30$ with QE (label ‘K=5+QE’) for BullChargeCape SR achieves almost the same AP as the EE method while examining 11% of the database. Note that the percentage of data points considered positive according to EE is 4.3% of the database. With $K = 25, P = 30$ we obtain the same AP as EE search. SR examines 3% more data points than EA search to achieve the same AP.

For HorseRiding, neither method reaches the AP of the EE search but SR achieves 10% AP (average over 5 runs) by examining 11% of the database. For this class, the percentage of data points considered positive according to EE is 3.3% of the database. SR examines 3% more data points than EA search to achieve the same AP. The major difficulty for this class is the quality of the detector (EE search): it only provides an AP of 18.3%. Even though we obtain high recall with respect to the detector (75%) with both SR and EA search (Figure 18), the post-processing window fusion method appears to be too sensitive to the absence of the remaining 25% of the positive video sequences.

We give a theoretical analysis of the complexity of our method. To run the SR method with query expansion we first need to hash the query (SVM normal vector). This takes $L \times D \times N_{SV}$ kernel computations. Next, to hash the prototypes of the clusters, we need to run $K \times L \times D \times M$ kernel computations. The complexity is thus dependent on the number of training vectors of the query SVM. For EA search the complexity is linear in the size of the database, even though only Hamming distances are to be computed. Thus, we expect SR to scale better to very large databases.
2.9 Conclusion

We presented a method that allows to find in a potentially large database most of the instances of a complex class without having to check more than a fraction of the data. The class is defined here by an SVM detector obtained on training examples. We showed that this method can approach the effectiveness of exact exhaustive search while being much more efficient since it only examines a fraction of the data. The method is not dependent on kernel type and parameters, nor on database size. For databases of medium size, we have also shown that an approximate exhaustive search method can be faster. To improve upon this work, we plan to explore better ways to sample from the distribution of potentially relevant hash buckets.
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